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ABSTRACT

We study the optimization aspects of personalized Federated Learning (FL). We
develop a universal optimization theory applicable to all strongly convex person-
alized FL models in the literature. In particular, we propose a general personalized
objective capable of recovering essentially any existing personalized FL objective
as a special case. We design several optimization techniques to minimize the gen-
eral objective, namely a tailored variant of Local SGD and variants of accelerated
coordinate descent/accelerated SVRCD. We demonstrate the practicality and/or
optimality of our methods both in terms of communication and local computa-
tion. Surprisingly enough, our general optimization theory is capable of recover-
ing best-known communication and computation guarantees for solving specific
personalized FL objectives.

1 INTRODUCTION

Federated Learning (FL) (McMahan et al., 2017; Kairouz et al., 2019) is a novel paradigm for
training machine learning models on individual devices rather than revealing their data while com-
municating the model updates using private and secure protocols. The original goal of FL was to
search for a single model to be deployed on all devices, which has been questioned recently. As
the user data distribution can vary greatly across the devices, a single model might not serve all the
devices simultaneously (Hard et al., 2018). Thus, data heterogeneity becomes the main challenge in
the search for efficient federated learning models. Recently, a range of personalized FL approaches
has been proposed to deal with data heterogeneity (Kulkarni et al., 2020), where different local mod-
els are used to fit user-specific data, but also capture the common knowledge distilled from data of
other devices.

Since the motivation and the goal of each of these personalized approaches varies greatly; examin-
ing them separately can only provide us with an understanding of a given model. Fortunately, all
personalized FL models from the literature are trained by minimizing a specifically structured opti-
mization program. In this paper, we analyze the general properties of such an optimization program
which in turn provides us with high-level principles for training personalized FL models. We aim to
solve the following optimization problem

min
w,β

{
F (w, β) :=

1

M

M∑
m=1

fm(w, βm)

}
, (1)

where w ∈ Rd0 corresponds to the shared parameters, β = (β1, . . . , βM ) with βm ∈ Rdm , ∀m ∈
[M ] corresponds to the local parameters, M is the number of devices, and fm : Rd0+dm → R is the
objective that depends on the local data at the m-th client.

∗Equal contribution
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By carefully designing the local loss fm(w, βm), the objective (1) can recover essentially any ex-
isting personalized FL approach as a special case. Note that the local objective fm does not need
to correspond to the empirical loss of a given model on the m-th device’s data. See Section 2
for details. Therefore, (1) serves as a unified framework that includes all existing personalized FL
approaches as special cases. The main goal of our work is to explore the problem (1) from the opti-
mization perspective. Doing so, we provide universal optimization theory that applies to essentially
all personalized FL approaches.

A longer version of this paper is attached as the appendix. Due to space limitations, we omit some
details and definitions of notations. The purpose of this paper is to highlight the main points of our
work, and we encourage interested readers to read the appendix for complete treatment.

1.1 CONTRIBUTIONS

We outline the main contributions of this work.

Single personalized FL objective. We propose a single objective (1) capable of recovering, to
the best of our knowledge, all the existing personalized FL approaches by carefully constructing
the local loss fm(w, βm). Consequently, training different personalized FL models is equivalent to
solving a particular instance of (1).

Recovering best-known complexity and novel guarantees. We develop a tight strongly convex op-
timization theory for solving (1). Our convergence theory covers both the communication and com-
putation guarantees. Furthermore, the computational guarantees include both the complexity with
respect to the number of w-gradients evaluated and the number of β-gradients evaluated. Despite
the generality of our approach, specializing our rates to the individual personalized FL objectives,
we recover best-known optimization guarantees from the literature or advance over the state-of-the-
art1 Therefore, our results often deem the optimization tailored to solve a specific personalized FL
unnecessary.

Universal (convex) optimization theory for personalized FL. In order to develop optimization
theory for solving (1), we impose particular assumptions on the objective: µ−strong convexity of
F and convexity and (Lw,MLβ)-smoothness of fm for all m ∈ [M ] (see appendix for details).
These assumptions are naturally satisfied for the vast majority of personalized FL objectives from
the literature, with the exception of personalized FL approaches that are inherently nonconvex, such
as MAML (Finn et al., 2017). Under these assumptions, we propose three algorithms for solving
the general personalized FL objective (1): i) Local Stochastic Gradient Descent for Personalized FL
(LSGD-PFL), ii) Accelerated block Coordinate Descent for Personalized FL (ACD-PFL), and iii)
Accelerated Stochastic Variance Reduced Coordinate Descent for Personalized FL (ASVRCD-PFL).
Our convergence theory covers both the communication and computation guarantees. Furthermore,
the computational guarantees include both the complexity with respect to the number of w-gradients
evaluated and the number of β-gradients evaluated, as presented in Table 1.

Minimax optimal rates. We provide lower complexity bounds for solving (1). Using the construc-
tion of Hendrikx et al. (2020), we show that to solve (1), one requires at least a certain number of
communication rounds, a certain number of (stochastic) gradients with respect to w and a certain
number of (stochastic) gradients with respect to β. Note that communication is often the bottleneck
when training distributed and personalized FL models. Next, we show that ACD-PFL is always
optimal in terms of the communication and local computation when the full gradients are available,
while ASVRCD-PFL can be optimal either in terms of the number of evaluations of the w-stochastic
gradient or the β-stochastic gradient.

Personalization and communication complexity. Given that a specific FL objective contains a
parameter which determines the amount of personalization, we observe that the value of

√
Lw/µ

is always non-increasing function of this parameter. Since the communication complexity of (1) is
equal to

√
Lw/µ up to constant and log factors, we conclude that the personalization has positive

effect on the communication complexity of training FL models.

New personalized FL objectives. The universal personalized FL objective (1) enables us to obtain a
range of novel personalized FL formulations as a special case. While we study various (parametric)

1With a single exception: objective (11) of the appendix with λ > L′.
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Table 1: Complexity guarantees of proposed methods when ignoring constant and log factors.
∇w/∇β : number of (stochastic) gradient calls with respect to the w/β-parameters. Symbol `
indicates minimax optimal complexity. Local Stochastic Gradient Descent (LSGD): Local access to
B-minibatches of stochastic gradients, each with σ2-bounded variance. Each device takes (τ − 1)
local steps in between of the communication rounds. Accelerated Coordinate Descent (ACD): ac-
cess to the full local gradient, yielding both the optimal communication complexity and the optimal
computational complexity (both in terms of ∇w and ∇β). ASVRCD: Assuming that fi is n-finite
sum, the oracle provides an access to a single stochastic gradient with respect to that sum. The cor-
responding local computation is either optimal with respect to∇w or with respect to∇β . Achieving
both optimal rates simultaneously remains an open problem.

Alg. Communication # ∇w # ∇β

LSGD-PFL
max(Lβτ−1,Lw)

µ + σ2

MBτµε

+ 1
µ

√
Lw(ζ2∗+σ

2B−1)
ε

max(Lβ ,τLw)
µ + σ2

MBµε

+ τ
µ

√
Lw(ζ2∗+σ

2B−1)
ε

max(Lβ ,τLw)
µ + σ2

MBµε

+ τ
µ

√
Lw(ζ2∗+σ

2B−1)
ε

ACD-PFL
√
Lw/µ `

√
Lw/µ `

√
Lβ/µ `

ASVRCD-PFL n+
√
nLw/µ n+

√
nLw/µ ` n+

√
nLβ/µ `

extensions of known models, we believe that the objective (1) can lead to easier development of
brand new objectives too. We stress that proposing novel personalized FL models is not the main
focus of our work, but rather a low-hanging fruit enabled by other contributions; the paper’s main
focus consists of providing universal optimization guarantees for personalized FL.

The price of generality. As we impose a very generic assumptions on the structure (1), one can
not hope to recover the minimax optimal rates, that is, the rates that match the lower complexity
bounds, for all individual personalized FL objectives as a special case of our general guarantees.
Therefore, our convergence guarantees are optimal in the light of our assumptions only. Despite
all of this, our general rates specialize surprisingly well for these objectives: our complexities are
state-of-the-art in all of the scenarios with a single exception: the communication complexity of the
mixture FL objective of Hanzely & Richtárik (2020).

2 PERSONALIZED FL OBJECTIVES

We recover a range of known personalized FL approaches as a special case of (1). In particular, we
recover the traditional FL, fully personalized FL, multi-task FL of Li et al. (2020), Moreau envelope
personalized FL (T Dinh et al., 2020), mixture FL objective (Hanzely & Richtárik, 2020), adaptive
personalized FL (Deng et al., 2020), personalized FL with explicit weight sharing (Arivazhagan
et al., 2019; Liang et al., 2020), federated residual learning (Agarwal et al., 2020), and MAML
based approaches (Fallah et al., 2020).

Due to space limitations, we only give a quick glimpse of our results here. In particular, Table 2
presents the smoothness and strong convexity constants with respect to (1) for the special cases,
these in turn determine the communication and computation complexity of our methods.

3 ALGORITHMS

We briefly describe each of the three proposed algorithms. The complexities of these algoritums are
summarized in Table 1, while more details can be found in the appendix.

LSGD-PFL. This algorithm is a mixture between Local SGD (LSGD) (McMahan et al., 2016;
Stich, 2019) and SGD – one takes a local SGD step with respect to w-parameters, while taking a
minibatch SGD step with respect to β-parameters. Admittedly, LSGD-PFL was already proposed
by Arivazhagan et al. (2019) and Liang et al. (2020) to solve a particular instance of (1), however, no
optimization guarantees were provided. In contrast, we provide convergence guarantees of LSGD-
PFL that recover the convergence rate of LSGD when d1 = d2 = · · · = dM = 0 and the rate
of SGD when d0 = 0. Next, we demonstrate that LSGD-PFL works the best when applied to an
objective with rescaled w-space, unlike what was proposed in the aforementioned papers.
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Table 2: Smoothness and strong convexity parameters for personalized FL objectives as an instance
od (1), with a note about the rate: we either recover the best known rate for given objective, or give
a novel rate that is to the best of our knowledge best under given assumptions. ♣: Rate for novel
personalized FL objective (extension of a known one). ♠: We recover best-known communication
complexity only for λ = O(L′). Parameter L′ (or L′) correspond to the smoothness of the (com-
ponents of) traditional FL objective, while µ′ corresponds to the strong convexity of the traditional
FL.

Objective
/ reference µ Lw Lβ Lw Lβ Rate?

Traditional µ′ L′ 0 L′ 0 recovered
Fully pers. µ′

M 0 L′

M 0 L′
M recovered

Li et al. (2020) λ
2M

ΛL′+λ
2M

L′+λ
2M

ΛL′+λ
2M

L′+λ
2M new♣

T Dinh et al. (2020)
Hanzely & Richtárik (2020)

µ′

3M
λ
M

L′+λ
M

λ
M

L′+λ
M recovered♠

Deng et al. (2020) µ′(1−αmax)2

M
(Λ+α2

max)L′

M
(1−αmin)2L′

M
(Λ+α2

max)L′
M

(1−αmin)2L′
M new♣

Arivazhagan et al. (2019)
Liang et al. (2020) µ′ L′ L′ L′ L′ new

Agarwal et al. (2020) µ LwR LβR LwR LβR new

ACD-PFL. The second method we propose is an instance of the accelerated block coordinate de-
scent (Allen-Zhu et al., 2016; Nesterov & Stich, 2017) with a very specific non-uniform sampling
of coordinate blocks corresponding to either the w-variables or β-variables.

ASVRCD-PFL. Lastly, we propose a carefully designed instance of ASVRCD (Hanzely et al.,
2020). Besides subsampling the global and local parameters as ACD-PFL does, ASVRCD-PFL
subsamples the local finite sum as well and employs variance reduction with respect to both sources
of the randomness.

4 EXPERIMENTS

We present two experiments to validate the theoretical contributions of our work. In the first ex-
periment, we compare three different methods – LSGD-PFL, SCD-PFL (=ASVRCD-PFL without
acceleration and without variance reduction) and SVRCD-PFL (=ASVRCD-PFL without accelera-
tion) 2 across different datasets and objective functions. In the second experiment, we demonstrate
the need for reparametrization of w-space for SVRCD-PFL.

Setup. We implemented three personalized FL objectives each applied to three different datasets:
MNIST (LeCun & Cortes, 2010), KMINIST (Clanuwat et al., 2018), and FMINST (Xiao et al.,
2017). As a model, we use a multiclass logistic regression (i.e., a single-layer fully connected neural
network composed with softmax function and cross entropy loss). See appendix for details.

Comparison between different optimization methods. We compare the convergence of LSGD-
PFL versus SCD-PFL and SVRCD-PFL. We plot the loss against the number of communication
rounds for three methods across different objectives and datasets. For Local SGD we set the syn-
chronization step to be 5, which means that all devices synchronize in every 5 iterations. For SCD
and SVRCD, devices only synchronize when we update the global parameter. The result is presented
in Figure 1. We see that the variants of coordinate descent outperform widely-used LSGD-PFL. The
addition of variance reduction term helps slightly improve the performance.3

Effect of reparametrization in SVRCD. In this experiment, we demonstrate the importance of
reparametrization of global parameter w (i.e., divided by

√
M ). We run reparameterized and non-

reparameterized SVRCD-PFL across different objectives and datasets. Figure 2 shows the result.

2We drop the term as the condition number rather small for the acceleration to matter.
3We expect a more significant improvement if a closer neighborhood of the optimum was reached.
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Figure 1: Comparison for three algorithms:
LSGD-PFL, SCD-PFL, and SVRCD-PFL.
Different rows correspond to different objec-
tive functions and columns correspond to dif-
ferent datasets.

Figure 2: Effect of reparametriza-
tion of global space in SVRCD-PFL.
Reparametrization helps SVRCD-PFL con-
verge more smoothly, especially when it gets
close to the optimum.

Indeed, we see that reparametrization improves the convergence of SVRCD-PFL. While the non-
reparametrized variant might converge faster initially, soon enough, it becomes extremely unstable.
This experiment confirms the necessity of reparametrization so that the scale of the learning rate is
right for both global and local parameters.
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Abstract
We study the optimization aspects of personalized
Federated Learning (FL). We develop a univer-
sal optimization theory applicable to all strongly
convex personalized FL models in the literature.
In particular, we propose a general personalized
objective capable of recovering essentially any
existing personalized FL objective as a special
case. We design several optimization techniques
to minimize the general objective, namely a tai-
lored variant of Local SGD and variants of ac-
celerated coordinate descent/accelerated SVRCD.
We demonstrate the practicality and/or optimality
of our methods both in terms of communication
and local computation. Surprisingly enough, our
general optimization theory is capable of recover-
ing best-known communication and computation
guarantees for solving specific personalized FL
objectives.

1. Introduction
Modern personal electronic devices such as mobile phones,
wearable devices and home assistants can collectively gen-
erate and store vast amounts of user data. Such data are
crucial for training and improving state-of-the-art machine
learning models for tasks ranging from natural language
processing to computer vision. Traditionally, the training
process was performed by first collecting all the data into
a datacenter (Dean et al., 2012), raising serious concerns
about the user’s privacy and bringing a huge burden on the
storage ability of server suppliers. To address these issues,
a novel paradigm – Federated Learning (FL) (McMahan
et al., 2017; Kairouz et al., 2019) – has been proposed. In-
formally, the main idea of FL is to train a model locally on
an individual’s device instead of revealing their data while
communicating the model updates using private and secure
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Chicago, IL, USA 2Booth School of Business, The University of
Chicago, Chicago, IL, USA. Correspondence to: Filip Hanzely
<filip@ttic.edu>, Boxin Zhao <boxinz@uchicago.edu>.
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protocols.

While the original goal of FL was to search for a single
model to be deployed on each device, such a goal has been
questioned recently. As the user data distribution can vary
greatly across the devices, a single model might not serve all
the devices simultaneously (Hard et al., 2018). Thus, data
heterogeneity becomes the main challenge in the search for
efficient federated learning models. Recently, a range of
personalized FL approaches has been proposed to deal with
data heterogeneity (Kulkarni et al., 2020), where different
local models are used to fit user-specific data, but also cap-
ture the common knowledge distilled from data of other
devices.

Since the motivation and the goal of each of these personal-
ized approaches varies greatly; examining them separately
can only provide us with an understanding of a given model.
Fortunately, all personalized FL models from the literature
are trained by minimizing a specifically structured opti-
mization program. In this paper, we analyze the general
properties of such a optimization program which in turn
provides us with high-level principles for training personal-
ized FL models. We aim to solve the following optimization
problem

min
w,β

{
F (w, β) :=

1

M

M∑
m=1

fm(w, βm)

}
, (1)

where w ∈ Rd0 corresponds to the shared parameters, β =
(β1, . . . , βM ) with βm ∈ Rdm , ∀m ∈ [M ] corresponds
to the local parameters, M is the number of devices, and
fm : Rd0+dm → R is the objective that depends on the
local data at the m-th client.

By carefully designing the local loss fm(w, βm), the objec-
tive (1) can recover essentially any existing personalized FL
approach as a special case. Note that the local objective fm
does not need to correspond to the empirical loss of a given
model on the m-th device’s data. See Section 2 for details.
Therefore, (1) serves as a unified framework that includes
all existing personalized FL approaches as special cases.
The main goal of our work is to explore the problem (1)
from the optimization perspective. Doing so, we provide
universal optimization theory that applies to all personalized
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FL approaches.

1.1. Contributions

We outline the main contributions of this work.

Single personalized FL objective. We propose a single
objective (1) capable of recovering, to the best of our knowl-
edge, all the existing personalized FL approaches by care-
fully constructing the local loss fm(w, βm). Consequently,
training different personalized FL models is equivalent to
solving a particular instance of (1).

Recovering best-known complexity and novel guaran-
tees. We develop a tight strongly convex optimization the-
ory for solving (1). Our convergence theory covers both the
communication and computation guarantees. Furthermore,
the computational guarantees include both the complexity
with respect to the number of w-gradients evaluated and
the number of β-gradients evaluated. Despite the generality
of our approach, specializing our rates to the individual
personalized FL objectives, we recover best-known opti-
mization guarantees from the literature or advance over the
state-of-the-art with a single exception: objective (11) with
λ > L′. Therefore, our results often deem the optimization
tailored to solve a specific personalized FL unnecessary.

Universal (convex) optimization theory for personalized
FL. In order to develop optimization theory for solv-
ing (1), we impose particular assumptions on the ob-
jective: µ−strong convexity of F and convexity and
(Lw,MLβ)-smoothness of fm for all m ∈ [M ] (see As-
sumptions 1.1, 1.2). These assumptions are naturally
satisfied for the vast majority of personalized FL objec-
tives from the literature, with the exception of personal-
ized FL approaches that are inherently nonconvex, such as
MAML (Finn et al., 2017). Under these assumptions, we
propose three algorithms for solving the general personal-
ized FL objective (1): i) Local Stochastic Gradient Descent
for Personalized FL (LSGD-PFL), ii) Accelerated block
Coordinate Descent for Personalized FL (ACD-PFL), and
iii) Accelerated Stochastic Variance Reduced Coordinate
Descent for Personalized FL (ASVRCD-PFL).

We briefly describe each of the three proposed algorithms.

LSGD-PFL. This algorithm is a mixture between Local
SGD (LSGD) (McMahan et al., 2016; Stich, 2019) and
SGD – one takes a local SGD step with respect to w-
parameters, while taking a minibatch SGD step with respect
to β-parameters. Admittedly, LSGD-PFL was already pro-
posed by Arivazhagan et al. (2019) and Liang et al. (2020)
to solve a particular instance of (1), however, no optimiza-
tion guarantees were provided. In contrast, we provide
convergence guarantees of LSGD-PFL that recover the con-
vergence rate of LSGD when d1 = d2 = · · · = dM = 0
and the rate of SGD when d0 = 0. Next, we demonstrate

that LSGD-PFL works the best when applied to an objective
with rescaled w-space, unlike what was proposed in the
aforementioned papers.

ACD-PFL. The second method we propose is an instance of
the accelerated block coordinate descent with non-uniform
sampling (Allen-Zhu et al., 2016; Nesterov & Stich, 2017;
Hanzely & Richtárik, 2019) that computes at each itera-
tion the gradient with respect to w-parameters with prob-
ability pw =

√
Lw√

Lw+
√
Lβ

or the gradient with respect to

β-parameters with probability pβ =
√
Lβ√

Lw+
√
Lβ

.

ASVRCD-PFL. Lastly, we propose a carefully designed
instance of ASVRCD (Hanzely et al., 2020b). Besides
subsampling the global and local parameters as ACD-PFL
does, ASVRCD-PFL subsamples the local finite sum as well
and employs variance reduction with respect to both sources
of the randomness.

Minimax optimal rates. We provide lower complexity
bounds for solving (1). Using the construction of Hen-
drikx et al. (2020), we show that to solve (1), one re-
quires at leastO

(√
Lw/µ log ε−1

)
communication rounds.

Note that communication is often the bottleneck when
training distributed and personalized FL models. Fur-
thermore, one needs at least O

(√
Lw/µ log ε−1

)
evalu-

ations of ∇wF and at least O
(√

Lβ/µ log ε−1
)

evalua-
tions of ∇βF . Given the n-finite sum structure of fm
with (Lw,MLβ)-smooth components, we show that one
requires at least O

(
n+

√
nLw/µ log ε−1

)
stochastic gra-

dient evaluations with respect to w-parameters and at least
O
(
n+

√
nLβ/µ log ε−1

)
stochastic gradient evaluations

with respect to β-parameters. We show that ACD-PFL is
always optimal in terms of the communication and local
computation when the full gradients are available, while
ASVRCD-PFL can be optimal either in terms of the num-
ber of evaluations of the w-stochastic gradient or the β-
stochastic gradient.

Personalization and communication complexity. Given
that a specific FL objective contains a parameter which de-
termines the amount of personalization, we observe that the
value of

√
Lw/µ is always non-increasing function of this

parameter. Since the communication complexity of (1) is
equal to

√
Lw/µ up to constant and log factors, we con-

clude that the personalization has positive effect on the
communication complexity of training FL models.

New personalized FL objectives. The universal personal-
ized FL objective (1) enables us to obtain a range of novel
personalized FL formulations as a special case. While we
study various (parametric) extensions of known models, we
believe that the objective (1) can lead to easier development
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of brand new objectives too. We stress that proposing novel
personalized FL models is not the main focus of our work,
but rather a low-hanging fruit enabled by other contribu-
tions; the paper’s main focus consists of providing universal
optimization guarantees for personalized FL.

1.2. Assumptions and notations

Local Objective. We assume three different ways to ac-
cess the local objective fm. The first, and the most simple
case, corresponds to having access to the full gradient of
fm with respect to either w or βm for all m ∈ [M ] simulta-
neously. The second case corresponds to a situation where
fm(w, βm) is the expectation itself, i.e.,

fm(w, βm) = Eξ∈Dm
[
f̂m(w, βm, ξ)

]
, (2)

while having access to B stochastic gradients with respect
to either w or βm simultaneously for all m ∈M . The third
case corresponds to a finite sum fm:

fm(w, βm) =
1

n

n∑
i=1

fm,i(w, βm), (3)

having an access to ∇wfm,i(w, βm) or to ∇βfm,i(w, βm)
for all m ∈ [M ] and i ∈ [n] selected uniformly at random.

Assumptions. We argue that the objective (1) is capable
of recovering virtually any personalized FL objective. Since
the structure of the individual personalized FL objectives
varies greatly, it is important to impose reasonable assump-
tions on the problem (1) in order to obtain meaningful rates
in the special cases.

Assumption 1.1. Assume that function F (w, β) is jointly µ-
strongly convex for µ ≥ 0, while for all m ∈ [M ], function
fm(w, β) is jointly convex, Lw-smooth w.r.t. parameter w
and (MLβ)-smooth w.r.t. parameter βm. In the case when
µ = 0, assume additionally that (1) has a unique solution.

When fm has a finite sum structure (3), we require the
smoothness of the finite sum components as well.

Assumption 1.2. Suppose that for all m ∈ [M ], i ∈ [n],
function fm,i(w, βm) is jointly convex, Lw-smooth w.r.t.
parameter w and (MLβ)-smooth w.r.t. parameter βm.1

In Section 2 we justify Assumptions 1.1 and 1.2 and char-
acterize the constants µ,Lw, Lβ ,Lw,Lβ for special cases
of (1). Table 2 provides a summary of what these parameters
are for particular instances of (1) that we study.

The price of generality. Since Assumption 1.1 is the only
structural assumption we impose on (1), one can not hope

1It is easy to see that Lw ≥ Lw ≥ L
w

n
and Lβ ≥ Lβ ≥ L

β

n
.

to recover the minimax optimal rates, that is, the rates that
match the lower complexity bounds, for all individual per-
sonalized FL objectives as a special case of our general guar-
antees. Note that any given instance of (1) has a structure
that is not covered by Assumption 1.1, but can be exploited
by an optimization algorithm to improve either communi-
cation or local computation. Therefore, our convergence
guarantees are optimal in the light of Assumption 1.1 only.
Despite all of this, our general rates specialize surprisingly
well for these objectives as we show in Section 2: our com-
plexities are state-of-the-art in all of the scenarios with a
single exception: the communication complexity of (11).

Individual treatment of w and β. Throughout this work,
we allow different smoothness of the objective with respect
to global parameters w and local parameters β. At the same
time, our algorithm is allowed to exploit the separate ac-
cess to gradients with respect to w and β, given that these
gradients can be efficiently computed separately. Without
such a distinction, one might not hope for the communi-
cation complexity better than Θ

(
max{Lw, λ}/µ log ε−1

)
,

which is suboptimal in the special cases. Similarly, the com-
putational guarantees would be suboptimal as well. See
Section 2 for more details.

Data heterogeneity. We do not impose any similarity as-
sumptions on different devices data. Our theory allows for
an arbitrary dissimilarity among the individual clients.

2. Personalized FL Objectives
We recover a range of known personalized FL approaches as
a special case of (1). In this section, we detail optimization
challenges that arise in each one of the special cases. We
discuss the relation to our results, particularly focusing on
how Assumptions 1.1, 1.2 and our general rates (presented
in Sections 3 and 4) behave in the special cases. Table 2
presents the smoothness and strong convexity constants with
respect to (1) for the special cases, while Table C1 (in the
appendix) provides the corresponding convergence rates for
our methods when applied to these specific objectives.

Due to space limitations, we only present a subset of recov-
ered personalized FL approaches here while the personal-
ized FL with explicit weight sharing (Arivazhagan et al.,
2019; Liang et al., 2020), federated residual learning (Agar-
wal et al., 2020), and MAML based approaches (Fallah et al.,
2020) are discussed in the appendix.
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Table 1. Complexity guarantees of proposed methods when ignoring constant and log factors. ∇w/∇β : number of (stochastic) gradient
calls with respect to the w/β-parameters. Symbol ` indicates minimax optimal complexity. Local Stochastic Gradient Descent (LSGD):
Local access to B-minibatches of stochastic gradients, each with σ2-bounded variance. Each device takes (τ − 1) local steps in between
of the communication rounds. Accelerated Coordinate Descent (ACD): access to the full local gradient, yielding both the optimal
communication complexity and the optimal computational complexity (both in terms of∇w and∇β). ASVRCD: Assuming that fi is
n-finite sum, the oracle provides an access to a single stochastic gradient with respect to that sum. The corresponding local computation is
either optimal with respect to∇w or with respect to∇β . Achieving both optimal rates simultaneously remains an open problem.

# Alg. Communication # ∇w # ∇β

1 LSGD-PFL
max(Lβτ−1,Lw)

µ + σ2

MBτµε

+ 1
µ

√
Lw(ζ2

∗+σ
2B−1)

ε

max(Lβ ,τLw)
µ + σ2

MBµε

+ τ
µ

√
Lw(ζ2

∗+σ
2B−1)

ε

max(Lβ ,τLw)
µ + σ2

MBµε

+ τ
µ

√
Lw(ζ2

∗+σ
2B−1)

ε

2 ACD-PFL
√
Lw/µ `

√
Lw/µ `

√
Lβ/µ `

3 ASVRCD-PFL n+
√
nLw/µ n+

√
nLw/µ ` n+

√
nLβ/µ `

Table 2. Parameters in Assumptions 1.1 and 1.2 for personalized FL objectives, with a note about the rate: we either recover the best
known rate for given objective, or give a novel rate that is to the best of our knowledge best under given assumptions. ♣: Rate for novel
personalized FL objective (extension of a known one).

Objective µ Lw Lβ Lw Lβ Rate?
(4) µ′ L′ 0 L′ 0 recovered
(5) µ′

M 0 L′

M 0 L′
M recovered

(8) λ
2M

ΛL′+λ
2M

L′+λ
2M

ΛL′+λ
2M

L′+λ
2M new♣

(11) µ′

3M
λ
M

L′+λ
M

λ
M

L′+λ
M recovered for λ = O(L′)

(14) µ′(1−αmax)2

M
(Λ+α2

max)L′

M
(1−αmin)2L′

M
(Λ+α2

max)L′
M

(1−αmin)2L′
M new♣

(16) µ′ L′ L′ L′ L′ new
(18) µ LwR LβR LwR LβR new

2.1. Traditional FL

The traditional, non-personalized FL objective (McMahan
et al., 2017) is given as

min
w∈Rd

F ′(w) :=
1

M

M∑
m=1

f ′m(w), (4)

where f ′m corresponds to the loss on the m-th client’s
data. To properly compare the convergence rates, let us
assume that f ′m is L′-smooth and µ′− strongly convex
for all m ∈ [M ]. The FL objective (4) is a special case
of (1) with d1 = · · · = dM = 0. It was shown that
the minimax optimal communication to solve (4) up to ε-
neighborhood of the optimum is Θ̃

(√
L′/µ′ log ε−1

)
(Sca-

man et al., 2018). When f ′m = 1
n

∑n
j=1 f

′
m,j(w) is a

n−finite sum with convex and L′−smooth components,
the minimax optimal local stochastic gradient complexity is
Θ̃
((
n+

√
nL′/µ

)
log ε−1

)
(Hendrikx et al., 2020). Both

rates are recovered by our theory.

2.2. Fully personalized FL

At the other end of the spectrum lies the fully personalized
FL where the m-th client trains their own model without

any influence from other clients:

min
β1,...,βM∈Rd

Ffull(β) :=
1

M

M∑
m=1

f ′m(βm). (5)

The above objective is a special case of (1) with d0 =
0. As the objective is separable in β1, . . . , βM , we do not
require any communication to train it. At the same time, we
need Θ̃

((
n+

√
nL′/µ

)
log ε−1

)
local stochastic oracle

calls to solve it (Lan & Zhou, 2018) – which is what our
algorithms achieve.

2.3. Multi-task FL of Li et al. (2020)

The objective is given as

min
β1,...,βM∈Rd

FMT (β)

=
1

M

M∑
i=1

(
f ′m(βm) +

λ

2
‖βm − (w′)∗‖2

)
(6)

where (w′)∗ is a solution of the traditional FL in (4) and
λ ≥ 0. Assuming that (w′)∗ is known (which Li et al.
(2020) does), the problem (6) is a particular instance of (5);
thus our approach achieves the optimal complexities.
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A more challenging objective (in terms of the optimization)
is the following relaxed version of (6):

min
w,β

1

M

M∑
m=1

(
Λf ′m(w) + f ′m(βm) + λ‖w − βm‖2

)
, (7)

where Λ ≥ 0 is the relaxation parameter, recovering the
original objective for Λ→∞.

Next, we scale the global parameter w by a factor of M−
1
2

in order to obtain the right smoothness/strong convexity
parameter (according to Assumption 1.1), arriving at the
following objective:

min
w,β1,...,βM∈Rd

FMT2(w, β) =
1

M

M∑
i=1

fm(w, βm), (8)

where

fm(w, βm) = Λf ′m(M−
1
2w)+f ′m(βm)+

λ

2
‖βm−M−

1
2w‖2.

The next lemma determines parameters µ,Lw, Lβ ,Lw,Lβ
in Assumption 1.1.
Lemma 2.1. Let Λ ≥ 3λ/(2µ′). Then, the objective (8)
is jointly (λ/(2M))−strongly convex, while fm is jointly
convex, ((ΛL′ + λ)/M)-smooth with respect to w and
(L′ + λ)-smooth with respect to βm. Similarly, fm,j is
jointly convex, ((ΛL′ + λ)/M)-smooth with respect to w
and (L′ + λ)-smooth with respect to βm.

Evaluating gradients. The nice thing about objective (8)
is that evaluating∇wfm(x, βm) can be perfectly decoupled
from evaluating ∇βfm(x, βm) and vice versa. Therefore,
we can make a full use of our theory and take advantage of
different complexities with respect to∇w and ∇β .

The resulting communication and computation complexities
of solving (8) are presented in Table C1.

2.4. Multi-task personalized FL and implicit MAML

In its simplest form, the multi-task personalized objec-
tive (Smith et al., 2017; Wang et al., 2018) is given
as (Hanzely & Richtárik, 2020)

min
β1,...,βM∈Rd

FMX(β) =
1

M

M∑
m=1

f ′m(βm)+
λ

2M

M∑
m=1

‖β̄−βm‖2

(9)
where β̄ := 1

M

∑M
m=1 βm and λ ≥ 0.

On the other hand, the goal of implicit MAML (Rajeswaran
et al., 2019; T Dinh et al., 2020) is to minimize

min
w∈Rd

FME(w) =
1

M

M∑
i=1

(
min
βm∈Rd

(
f ′m(βm) +

λ

2
‖w − βm‖2

))
(10)

where λ ≥ 0.

While we can not recover (9) or (10) in its exact form (1),
we can recover objective which is simultaneously equivalent
to both of them. In particular, by setting fm(w, βm) =

f ′m(βm) + λ‖M− 1
2w − βm‖2, the objective (1) becomes

min
w,β1,...,βM∈Rd

FMX2(w, β)

:=
1

M

M∑
m=1

f ′m(βm) +
λ

2M

M∑
m=1

‖M−
1
2w − βm‖2. (11)

It is a simple exercise to notice the equivalence of (11) to
both (10) and (9).2 Indeed, we can always minimize (11) in
w arriving at w∗ = M

1
2 β̄ and thus recovering the solution

of (9). Similarly, by minimizing (11) in β we arrive at (10).

Next, we establish parameters in Assumptions 1.1 and 1.2.

Lemma 2.2. Let µ′ ≤ λ/2. Then, the objective (11) is
jointly (µ′/(3M))- strongly convex, while fm is (λ/M)-
smooth with respect to w and (L′ + λ)-smooth with respect
to β. Furthermore, function fm,i(w, βm) = f ′m,i(βm) +

(λ/2)‖M− 1
2w − βm‖2 is jointly convex, (λ/M)-smooth

with respect to w and (L′ + λ)-smooth with respect to β.

Hanzely et al. (2020a) showed that the minimax optimal
communication complexity to solve (9) (and therefore
to solve (10) and (11)) is Θ

(√
min(L′, λ)/µ′ log ε−1

)
.

Furthermore, they showed that the minimax opti-
mal number of gradients with respect to f ′ is
Θ̃
((√

L′/µ′
)

log ε−1
)

and proposed a method with

Θ
((
n+

√
n(L′ + λ)/µ′

)
log ε−1

)
complexity with re-

spect to the number of f ′m,j-gradients. We match all of
the aforementioned guarantees when λ = O(L′). Further-
more, when λ = O(L′), our complexity guarantees are
strictly better when compared to guarantees for solving the
implicit MAML objective (10) directly (Rajeswaran et al.,
2019; T Dinh et al., 2020).

2.5. Adaptive personalized FL (Deng et al., 2020)

The objective is given as

min
β1,...,βM

FAPFL(β) =
1

M

M∑
i=1

f ′m((1−αm)βm+αm(w′∗)),

(12)
where (w′)∗ = argminw∈Rd F

′(w) is a solution to (4) and
0 < α1, . . . αM < 1.

Similar to (6), assuming that (w′)∗ is known (which Deng
et al. (2020) does), the problem (6) is an instance of (5);
thus our approach achieves the optimal complexities.

2To the best of our knowledge, we are the first to notice the
equivalence of (9) and (10).
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Again, a more interesting case (in terms of the optimization)
is when considering a relaxed variant of (12)

min
w,β

1

M

M∑
m=1

(Λf ′m(w) + f ′m((1− αm)βm + αmw))

(13)
where Λ ≥ 0 is the relaxation parameter which allows
recovering the original objective when Λ→∞.

Such a choice, alongside with the usual rescaling of the
parameter w results in the following objective:

min
w,β1,...,βM∈Rd

FAPFL2(w, β) :=
1

M

M∑
i=1

f(w, βm), (14)

where

f(w, βm) = Λf ′m(M−
1
2w)+f ′m((1−αm)βm+αmM

− 1
2w).

Lemma 2.3. Suppose that Λ ≥ max1≤m≤M (3α2
m +

(1− αm)2/2) and define αmin := min1≤m≤M αm,
αmax := max1≤m≤M αm. Then, function FAPFL2

is jointly
(
µ′(1− αmax)2/M

)
-strongly convex,(

(Λ + α2
max)L′/M

)
-smooth with respect to w and(

(1− αmin)2L′/M
)
-smooth with respect to β.

3. Local SGD
Since the most popular optimizer to train non-personalized
FL models is Local SGD/FedAvg (McMahan et al., 2016;
Stich, 2019), we devise a local SGD variant tailored to solve
personalized FL (1) – LSGD-PFL. Specifically, LSGD-PFL
can be seen as a local SGD applied on global parameters
w combined with a SGD applied on local parameters β. In
order to mimic the classical setup of local SGD for non-
personalized FL, we assume an access to the local objective
fm(w, βm) in the form of an unbiased stochastic gradi-
ent ∇f̂m(w, βm, ζ);E

[
f̂m(w, βm, ζ)

]
= fm(w, βm) with

bounded variance.

Assumption 3.1. Assume that stochastic gradients
∇wf̂m(w, βm, ζ), ∇β f̂m(w, βm, ζ) satisfy for all m ∈
[M ], w ∈ Rd0 , βm ∈ Rdm :

E
[
‖∇wf̂m(w, βm, ζ)−∇wfm(w, βm)‖2

]
≤ σ2,

E
[
‖∇β f̂m(w, βm, ζ)−∇βfm(w, βm)‖2

]
≤ Mσ2.

Next, we state the convergence rate of LSGD-PFL.

Theorem 3.1. Let ζ2
∗ := 1

M

M∑
m=1
‖∇fm(w∗, β∗)‖2 be the

data heterogeneity parameter at the optimum. Iteration

Algorithm 1 LSGD-PFL

input Stepsize η ∈ R, starting point w0 ∈ Rd0 , β0
m ∈ Rdm

for all m ∈ [M ], communication period τ .
for k = 0, 1, 2, . . . do

if k mod τ = 0 then
Send all wkm’s to server, let wk = 1

M

∑M
m=1 w

k
m

Send wk to each device, set wkm = wk, ∀m ∈ [M ]
end if
for m = 1, 2, . . . ,M in parallel do

Sample ξk1,m, . . . ξ
k
B,m ∼ Dm independently

Compute gkm = 1
B

∑B
j=1∇f̂m(wkm, β

k
m; ξkj,m)

Update the iterates (wk+1
m , βk+1

m ) = (wkm, β
k
m)−η ·

gkm
end for

end for

complexity of Algorithm 1 to achieve E
[
f(wK , β

K
)
]
−

f(w∗, β∗) ≤ ε is

Õ

(
max

(
Lβ , τLw

)
µ

+
σ2

MBµε
+
τ

µ

√
Lw(ζ2

∗ + σ2B−1)

ε

)
when µ > 0 and

Õ

(
max

(
Lβ , τLw

)
ε

+
σ2

MBε2
+
τ
√
Lw(ζ2

∗ + σ2B−1)

ε
3
2

)
when µ = 0.

The iteration complexity of LSGD-PFL can be seen as a
sum of two complexities – the complexity of minibatch
SGD to minimize a problem with a condition number Lβ/µ
and complexity of local SGD to minimize a problem with a
condition number Lw/µ. Note that the key reason why we
were able to obtain such a rate of LSGD-PFL is the rescal-
ing of w-space by constant M−

1
2 . Earlier works that first

introduced LSGD-PFL (without optimization guarantees)
did not consider such a reparametrization.

Non-convex theory. To demonstrate that our approach is
applicable in the non-convex setup (i.e., MAML based ap-
proaches), we provide a non-convex convergence guarantees
of LSGD-PFL in the Appendix. Note that we do not argue
about any form of optimality in the non-convex case.

4. Minimax optimal methods
We discuss the complexity of solving (1) in terms of the
number of communication rounds to reach ε-solution and
the amount of local computation – both in terms of the
number of (stochastic) gradients with respect to global w-
parameters and local β-parameters. Let us start with the
lower complexity bounds.
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4.1. Lower complexity bounds

We provide lower complexity bounds for solving (1) given
that fm is of a finite sum structure (3). Informally, we show
that any algorithm with access to the communication oracle,
local (stochastic) gradient oracle with respect to the global
parameters w and local (stochastic) gradient oracle with
respect to the local parameters β requires at least a certain
number of oracle calls to approximately solve (1).

Oracle. The considered oracle allows us at any iteration
to compute either • ∇wfm,i(wm, βm) on each device for
a randomly selected i ∈ [n] and any wm ∈ Rd0 , βm ∈
Rdm , or • ∇βfm,i(wm, βm) on each device for a randomly
selected i ∈ [n] and any wm ∈ Rd0 , βm ∈ Rdm , or •
average of wm’s alongside with broadcasting the average
back to clients, i.e., the communication step.

Our lower bound is provided for iterative algorithms whose
iterates lie in the span of historical oracle queries only –
let us denote such a class of algorithms as A (see techni-
cal details in Appendix E.1). While such a restriction is
widespread in the classical optimization literature (Nesterov
et al., 2018; Scaman et al., 2018; Hendrikx et al., 2020;
Hanzely et al., 2020a), it can be avoided by more complex
arguments (Nemirovskij & Yudin, 1983; Woodworth & Sre-
bro, 2016; Woodworth et al., 2018).

Theorem 4.1. Let F satisfy Assumptions 1.1 and 1.2.
Then, any algorithm from the class A requires at
least Ω(

√
Lw/µ log ε−1) communication rounds,

Ω
(
n+

√
nLw/µ log ε−1

)
calls to ∇w-oracle and

Ω
(
n+

√
nLβ/µ log ε−1

)
calls to ∇β-oracle to reach

ε-solution.

In the special case where n = 1, Theorem 4.1 provides a
lower complexity bounds for solving (1) having an access
to the full gradient locally.

4.2. Accelerated Coordinate Descent for PFL

We apply an Accelerated block Coordinate Descent (ACD)
algorithm (Allen-Zhu et al., 2016; Hanzely & Richtárik,
2019) to solve (1). We separate the domain into two blocks
of coordinates to sample from: the first one corresponding
to w parameters and the second one corresponding to β =
[β1, β2, . . . , βM ]. Specifically, at every iteration, we toss an
unfair coin. With probability pw =

√
Lw/(

√
Lw +

√
Lβ),

we compute∇wF (w, β) and update block w. Alternatively,
with probability pβ = 1 − pw, we compute ∇βF (w, β)
and update block β. Plugging the described sampling of
coordinate blocks into ACD (Allen-Zhu et al., 2016), 3 we

3Admittedly, ACD from (Allen-Zhu et al., 2016) only allows
for subsampling individual coordinates and does not allow for
“blocks”. A variant of ACD (Allen-Zhu et al., 2016) that provides

arrive at Algorithm 2 (See appendix).

Next, we give the optimization guarantees for Algorithm 2.

Theorem 4.2. Suppose that Assumption 1.1 holds. Let
ν = µ

(
√
Lw+

√
Lβ)2

, θ =
√
ν2+4ν−ν

2 and η = θ−1. Iteration

complexity of ACD-PFL is O
(√

(Lw + Lβ)/µ log ε−1
)

.

Since∇wF (w, β) is evaluated on average once every 1/pw

iterations only, ACD-PFL requires O
(√

Lw/µ log ε−1
)

communication rounds and O
(√

Lw/µ log ε−1
)

gradi-
ent evaluations with respect to w, thus matching the
lower bound. Similarly, as ∇βF (w, β) is evaluated
on average once every 1/pβ iterations, we require

O
(√

Lβ/µ log ε−1
)

evaluations of ∇βF (w, β) to reach
an ε-solution; again matching the lower bound. Conse-
quently, ACD-PFL is (minimax) optimal in terms of all
three quantities of interest simultaneously.

Remark 4.1. We are not the first to propose a variant of
the coordinate descent (Nesterov, 2012) for personalized
FL. Wu et al. (2020) introduced block coordinate descent to
solve a variant of (11) formulated over a network. However,
they do not argue about any form of optimality for their
approach, which is also less general as it only covers a
single personalized FL objective.

4.3. Accelerated SVRCD for PFL

Despite being minimax optimal, the main drawbacks of
ACD-PFL is the necessity of having an access to the full
gradient of local loss fm with respect to either w or β at
each iteration. Specifically, computing the full gradient with
respect to fm might be very expensive when fm is a finite
sum (3). Ideally, one would desire to have an algorithm
that is i) subsampling the global/local variables w and β
just as ACD-PFL, ii) subsampling the local finite sum, iii)
employing control variates to reduce the variance of the
local stochastic gradient (Johnson & Zhang, 2013; Defazio
et al., 2014), and iv) accelerated in the sense of (Nesterov,
1983).

We propose a method – ASVRCD-PFL – that satisfies all
four conditions above. ASVRCD-PFL is a carefully de-
signed instance of ASVRCD (Accelerated proximal Stochas-
tic Variance Reduced Coordinate Descent) (Hanzely et al.,
2020b) applied to solve (1) written in a rather non-intuitive
form.4 Specifically, we lift the problem (1) into a larger

the right convergence guarantees for block sampling was proposed
in Nesterov & Stich (2017) and Hanzely & Richtárik (2019).

4We are not aware of any other algorithm capable of satisfying
i)-iv) simultaneously and achieving a fast convergence rate.
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space as follows:

min
w∈Rd0 ,βm∈Rdm ,∀m∈[M ]

F (w, β)

= min
X,X[1, :, :, :] ∈ RM×n×d0

X[2,m, :, :] ∈ Rn×dm , ∀m ∈M

{P(X) := F(X) + ψ(X)} ,

where

F(X) :=
1

M

M∑
m=1

 1

n

n∑
j=1

fm,j(X[1,m, j], X[2,m, j])


and

ψ(X) :=


0

if m,m′ ∈ [M ], j, j′ ∈ [n] :

X[1,m, j] = X[1,m′, j′],

X[2,m, j] = X[2,m, j′]

∞ otherwise.

We apply ASVRCD with a very carefully chosen (non-
uniform) sampling of coordinate blocks to minimize P(X).
We detail the algorithm in Section E.3 of the appendix and
provide convergence guarantees here.

Theorem 4.3. Let Assumptions 1.1 and 1.2 hold. Then,
iteration complexity of ASVRCD-PFL is

O
((

ρ−1 +
√

(Lw + Lβ)/(ρµ)

)
log ε−1

)
,

where ρ is the frequency of updating the control vari-
ates. Setting ρ = Lw/((Lw + Lβ)n) yields both the
communication complexity and the local stochastic gra-
dient complexity with respect to w-parameters of or-
der O

((
n+

√
nLw/µ

)
log ε−1

)
. Analogously, setting

ρ = Lβ/((Lw + Lβ)n) yields the local stochastic gra-
dient complexity with respect to β-parameters of order
O
((
n+

√
nLβ/µ

)
log ε−1

)
.

Contrasting with Theorem 4.1, we show that ASVRCD-
PFL can be optimal in terms of the local computation either
with respect to β-variables or in terms of the w-variables.
Unfortunately, these bounds are not achieved simultaneously
unless Lw,Lβ are of a similar order.

5. Experiments
We present two experiments to validate the theoretical
contributions of our work.5 In the first experiment, we
compare three different methods – LSGD-PFL, SCD-PFL
(=ASVRCD-PFL without acceleration and without variance

5Our code is publicly available at https://github.com/
boxinz17/PFL-Unified-Framework.

reduction) and SVRCD-PFL (=ASVRCD-PFL without ac-
celeration) 6 across different datasets and objective func-
tions. In the second experiment, we demonstrate the need
for reparametrization of w-space for SVRCD-PFL. The de-
tailed statement of SCD-PFL and SVRCD-PFL us presented
in the appendix.

Setup. We implemented three personalized FL objectives:
(8), (11), and (14), each applied to three different datasets:
MNIST (LeCun & Cortes, 2010), KMINIST (Clanuwat
et al., 2018), and FMINST (Xiao et al., 2017). As a model,
we use a multiclass logistic regression (i.e., a single-layer
fully connected neural network composed with softmax
function and cross entropy loss). See appendix for details.

Figure 1. Comparison for three algorithms: LSGD-PFL, SCD-PFL,
and SVRCD-PFL. Different rows correspond to different objective
functions and columns correspond to different datasets.
Comparison between different optimization methods.
We compare the convergence of LSGD-PFL versus SCD-
PFL and SVRCD-PFL. We plot the loss against the number
of communication rounds for three methods across differ-
ent objectives and datasets. For Local SGD we set the
synchronization step to be 5, which means that all devices
synchronize in every 5 iterations. For SCD and SVRCD,
devices only synchronize when we update the global pa-
rameter. The result is presented in Figure 1. We see that
the variants of coordinate descent outperform widely-used
LSGD-PFL. The addition of variance reduction term helps
slightly improve the performance.7

Effect of reparametrization in SVRCD. In this experi-
ment, we demonstrate the importance of reparametrization

6We drop the acceleration term as f ′m may not have a large
enough condition number for the acceleration to matter. Given
that LSGD-PFL is not accelerated, considering the non-accelerated
variant of coordinate descent results in a more fair comparison.

7We expect a more significant improvement if a closer neigh-
borhood of the optimum was reached.

https://github.com/boxinz17/PFL-Unified-Framework
https://github.com/boxinz17/PFL-Unified-Framework
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of global parameter w (i.e., divided by
√
M ). We run repa-

rameterized and non-reparameterized SVRCD-PFL across
different objectives and datasets. Figure 2 shows the result.
Indeed, we see that reparametrization improves the conver-
gence of SVRCD-PFL. While the non-reparametrized vari-
ant might converge faster initially, soon enough, it becomes
extremely unstable. This experiment confirms the necessity
of reparametrization so that the scale of the learning rate is
right for both global and local parameters.

6. Conclusions and extensions
In this work we proposed a general convex optimization
theory for personalized FL. While our work answers a range
of important questions, there are many directions in which
our work can be extended in the future, in particular: partial
participation, minimax optimal rates for specific personal-
ized FL objectives, brand new personalized FL objectives
and non-convex theory. See further detail in appendix.

Figure 2. Effect of reparametrization of global space in SVRCD-
PFL. Reparametrization helps SVRCD-PFL converge more
smoothly, especially when it gets close to the optimum.
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Hanzely, F. and Richtárik, P. Accelerated coordinate descent
with arbitrary sampling and best rates for minibatches. In
The 22nd International Conference on Artificial Intelli-
gence and Statistics, pp. 304–312. PMLR, 2019.
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Lower bounds and optimal algorithms for personalized
federated learning. Advances in Neural Information Pro-
cessing Systems, 33, 2020a.

Hanzely, F., Kovalev, D., and Richtárik, P. Variance re-
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Y. T. Optimal algorithms for non-smooth distributed opti-
mization in networks. In Advances in Neural Information
Processing Systems 31, pp. 2740–2749. 2018.

Smith, V., Chiang, C.-K., Sanjabi, M., and Talwalkar,
A. Federated multi-task learning. arXiv preprint
arXiv:1705.10467, 2017.

Stich, S. U. Local SGD converges fast and communicates
little. In International Conference on Learning Represen-
tations, 2019.

T Dinh, C., Tran, N., and Nguyen, T. D. Personalized
federated learning with moreau envelopes. Advances in
Neural Information Processing Systems, 33, 2020.

Wang, W., Wang, J., Kolar, M., and Srebro, N. Distributed
stochastic multi-task learning with graph regularization.
arXiv preprint arXiv:1802.03830, 2018.

Woodworth, B. E. and Srebro, N. Tight complexity bounds
for optimizing composite objectives. In Advances in
Neural Information Processing Systems, volume 29, pp.
3639–3647, 2016.

Woodworth, B. E., Wang, J., Smith, A., McMahan, B.,
and Srebro, N. Graph oracle models, lower bounds, and
gaps for parallel stochastic optimization. In Advances in
Neural Information Processing Systems, volume 31, pp.
8496–8506, 2018.

Wu, R., Scaglione, A., Wai, H.-T., Karakoc, N., Hreins-
son, K., and Ma, W.-K. Federated block coordinate de-
scent scheme for learning global and personalized models.
arXiv preprint arXiv:2012.13900, 2020.

http://yann.lecun.com/exdb/mnist/
http://yann.lecun.com/exdb/mnist/


Personalized Federated Learning: A Unified Framework and Universal Optimization Techniques

Xiao, H., Rasul, K., and Vollgraf, R. Fashion-MNIST: a
novel image dataset for benchmarking machine learning
algorithms, 2017.



Personalized Federated Learning: A Unified Framework and Universal Optimization Techniques

Appendix
A. Extensions and Future Work
Partial participation. An essential aspect of FL that is not covered in this work is the partial participation when one has
access to a subset of devices at each iteration only. While we did not cover partial participation and focused on answering
orthogonal questions, we believe that partial participation should be considered when extending our results in the future.

Minimax optimal rates for specific personalized FL objectives. As outlined in Section 1.2, one can not hope for the
general optimization framework to be minimax optimal in every single special case. Consequently, there is a still need to
keep exploring the optimization aspects of individual personalized FL objectives as one might come up with a more efficient
optimizer that exploits the specific structure not covered by Assumptions 1.1 or 1.2.

Brand new personalized FL objectives. While in this work we propose a couple of novel personalized FL objectives
obtained as an extension of known objectives, we believe that seeing the personalized FL as an instance of (1) might lead to
the development of brand new approaches for personalized FL.

Non-convex theory. As mentioned, in this work, we propose a general convex optimization theory for personalized FL.
Our convex rates are meaningful – they are minimax optimal and correspond to the empirical convergence. However, an
inherent drawback of such an approach is the inability to cover non-convex FL approaches such as MAML (see Section C.4),
or non-convex FL models. We believe that obtaining minimax optimal rates in the non-convex world would be very valuable.

B. Further Experimental Results and Details
B.1. Details of experiments in Section 5

Details on data preparation. We set the number of devices M = 10. We focus on a non-i.i.d. setting of McMahan et al.
(2017) and Liang et al. (2020) by assigning two classes out of ten to each device. We then randomly select 100 samples for
each device based on its class assignment. We first do normalization by feature (by column) for each dataset to make all
feature columns have zero mean and unit variance; we then do normalization by sample (by row) to make every input vector
have a unit norm.

Details on the model. More specifically, given a gray scale picture with label y ∈ {1, 2, . . . , C}, we unroll its pixel matrix
into a vector x ∈ Rp; then given a paramter matrix Θ ∈ Rp×C , we have f ′m(·) in (8), (11) and (14) to be defined as

f ′m(Θ) := lCE (ς(Θx) ; y) ,

where ς(·) : RK → RK is softmax function and lCE(·) is cross-entropy loss function. Note that under this setting, f ′m(·) is
thus convex function.

Details on the personalized FL objectives. We consider three different objectives:

• Multitask FL objective (8) with Λ = 10 and λ = 1;

• Mixture FL objective (11), with λ = 1; and

• Adaptive personalized FL objective (14), with Λ = 10 and αm = 0.2 for all m ∈ [M ].

Details on optimization algorithms. For LSGD-PFL(Algorithm 1), we set the batch size to compute stochastic gradient
B = 1. As for pw in SCD-PFL (Algorithm 5) and SVRCD-PFL (Algorithm 6), we set it as pw = Lw/(Lβ + Lw). For
objective FMT2 in (8), we set Lw = (Λ + λ)/M and Lβ = 1 + λ; for objective FMX2 in (11), we set Lw = 1/M and
Lβ = 1 +λ; for objective FAPFL2 in (14), we set Lw = (Λ + max1≤m≤M α2

m)/M and Lβ = (1−max1≤m≤M αm)2/M .
We set ρ = 0.01 for SVRCD-PFL. In the first experiment for comparison between different optimization methods, we
set η = 0.1 for all experiments; in the second experiment for effect of reparametrization in SVRCD, we set η = 0.45 for
objective FMT2, η = 0.5 for objective FMX2 and η = 1.1 for objective FAPFL2, where the η’s are chosen such that the
desired effect is obvious within the first 1,000 iterations.
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B.2. Subsampling of the Global and Local Parameters

In this section, we show that the choice of pw based on Theorem E.1, that is, setting pw = Lw/(Lw + Lβ), can get both
best communication complexity and best iteration complexity of SVRCD-PFL. More specifically, based on Theorem E.1,
we set learning rate η = 1/(4L), where L := 2 max

{
Lw/pw,Lβ/pβ

}
. The expressions of Lw and Lβ for FMT2, FMX2

and FAPFL2 are stated in Lemma 2.1, Lemma 2.2 and Lemma 2.3, where L′ is 1 after normalization. We set ρ = 0.01. We
compare theoretically chose pw with pw ∈ {0.7, 0.5, 0.3, 0.1}.

To explore communication complexity, we plot loss against communication rounds. The result is shown in Figure 3.
For completeness, Figure 4 shows the loss against the iteration so that we can better see the computational complexity.
Our results show that by choosing pw theoretically yields both the best communication complexity and the best iteration
complexity (and consequently, the best computational complexity).

Figure 3. Communication complexity of SVRCD-PFL for different choices of pw. Specifically, the theoretical choice of pw gets
pw = 0.35484 for FMT2, pw = 0.04762 for FMX2 and pw = 0.94007 for FAPFL2.

C. Missing Parts and Proofs for Section 2
For the sake of convenience, define

Fi(w, β) :=
1

M

M∑
m=1

fm,i(w, βm).
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Figure 4. Iteration complexity of SVRCD-PFL for different choices of pw. Specifically, the theoretical choice of pw gets pw = 0.35484
for FMT2, pw = 0.04762 for FMX2 and pw = 0.94007 for FAPFL2.

in case when functions fm are of a finite sum structure (3).

C.1. Table of Complexity Results for Special Cases

First, we present a table of complexity results for solving individual personalized FL objectives, which summarizes how our
results apply in these special cases.

C.2. Personalized FL with explicit weight sharing

The most typical example of the weight sharing setting is when parameters w, β correspond to different layers of the same
neural network: either β1, . . . , βM are the weights of first few layers of neural network while w are the weights of the
remaining layers (Liang et al., 2020) or alternatively, each of β1, . . . , βM can correspond to the weights of last few layers
while the remaining weights are included in the global parameter w (Arivazhagan et al., 2019). Overall, we can write the
objective as follows:

min
w ∈ Rdw ,

β1, . . . , βM ∈ Rdβ

FWS(w, β) =
1

M

M∑
i=1

f ′m([w, βm]), (15)
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Table C1. Complexity of solving personalized FL objectives by Algorithms 2 (second, third and fourth column) and 3 (fifth and sixth
column). Constant and log factors ignored.

Objective # Comm # ∇wF # ∇βF # ∇wFi # ∇βFi
(4)

√
L′

µ′

√
L′

µ′ 0 n+
√

nL′
µ′ 0

(5) 0 0
√

L′

µ′ 0 n+
√

nL′
µ′

(8)
√

ΛL′

λ

√
ΛL′

λ

√
L′

λ n+
√

nΛL′
λ n+

√
nL′
λ

(11)
√

λ
µ′

√
λ
µ′

√
L′+λ
µ′ - n+

√
n(L′+λ)

µ′

(14)
√

(Λ+α2
max)L′

(1−αmax)2µ′

√
(Λ+α2

max)L′

(1−αmax)2µ′

√
(1−αmin)2L′

(1−αmax)2µ′
n+

√
n(Λ+α2

max)L′
(1−αmax)2µ′

n+
√

n(1−αmin)2L′
(1−αmax)2µ′

(16)
√

L′

µ′

√
L′

µ′

√
L′

µ′ n+
√

nL′
µ′ n+

√
nL′
µ′

(18)
√

LwR
µ

√
LwR
µ

√
LβR
µ n+

√
nLwR
µ′ n+

√
nLβR
µ′

where dw + dβ = d. Using the same equivalent reparameterization of w−space we aim to minimize

min
w ∈ Rdw ,

β1, . . . , βM ∈ Rdβ

FWS2(w, β) =
1

M

M∑
i=1

f ′m([M−
1
2w, βm]), (16)

which is an instance of (1) with fm(w, βm) = f ′m([M−
1
2w, βm]).

Lemma C.1. Function FWS2 is jointly µ′-strongly convex,
(
L′

M

)
-smooth with respect to w and L′-smooth with respect to

β. Similarly, function fm is jointly convex,
(
L′
M

)
-smooth with respect to w and L′-smooth with respect to β.

A specific feature of the explicit weight sharing paradigm is that evaluating a gradient with respect to w-parameters
automatically provides either free or very cheap access to the gradient with respect to β parameters (and vice versa).

C.3. Federated residual learning (Agarwal et al., 2020)

The last among the personalized FL models we mention is the federated residual learning from (Agarwal et al., 2020) given
as:

min
w ∈ Rdw ,

β1, . . . , βM ∈ Rdβ

FR(w, β) =
1

M

M∑
i=1

lm(Aw(w, xwm), Aβ(βm, x
β
m)), (17)

where (xwm, x
β
m) is a local feature vector (there might be an overlap between xwm and xβm), Aw(w, xwm) is model prediction

using global parameters/features, Aβ(β, xβm) is the model prediction using local parameters/features and l(·, ·) is a loss
function. Clearly, we can recover (17) with

fm(w, βm) = l(Aw(M−
1
2w, xwm), Aβ(βm, x

β
m)). (18)

Unlike in the for the other objectives, we can not relate constants µ′, L′,L′ to FR since we do not write fm as a function of
f ′m. However, what seems natural is to assume LwR (or LβR)-smoothness of l(Aw(w, xwm), aβm) (or l(awm, A

β(βm, x
β
m))) as a

function of w (or β) for any aβm, x
β
m, a

w
m, x

w
m. Let us define LwR, LβR analogously given that l is of a n-finite sum structure.

Assuming further µ-strong convexity of F and convexity of fm (for each m ∈M ), we can apply our theory.

Remark C.1. The objective (18) allows us to properly make use of our theory as in different applications, functions Aw, Aβ

might have very different structure resulting in different LwR, L
β
R and different cost of accessing gradients w.r.t w and β.
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C.4. MAML based approaches

The last among the personalized FL models we mention is MAML (Finn et al., 2017) based personalized FL objective8

given as

min
w∈Rd

FMAML(w) =
1

M

M∑
i=1

f ′m(w − α∇f ′m(w)). (19)

While we can recover (19) as a special case of (1) setting fm(w, βm) = f ′m(w − α∇f ′m(w)), our (convex) convergence
theory does not apply due to the inherent non-convex structure of (19). In particular, objective FMAML is non-convex even
if function f ′m is convex. In this scenario, only our non-convex rates of Local SGD apply.

C.5. Proof of Lemma 2.1

Let us start by introducing some useful notation that will be useful throughout multiple proofs. In particular, set Id′ to be
d′ × d′ identity matrix, 0d′1×d′2 to be d′1 × d′2 zero matrix and 1′d ∈ Rd′ to be vector of ones.

To show the strong convexity, we shall verify the positive definiteness of

∇2FMT2(w, β)− λ

2M
Id(M+1)

=

(
Λ
M∇F

′(w) + λ
M Id − λ

M
3
2

(1>M ⊗ Id)
− λ

M
3
2

(1M ⊗ Id) λ
M (Im ⊗ Id) + Diag(∇2f ′1(β1), . . . ,∇2f ′M (βM ))

)
− λ

2M
Id(M+1)

�

(Λµ′

M + λ
2M

)
Id − λ

M
3
2

(1>M ⊗ Id)

− λ

M
3
2

(1M ⊗ Id)
(

λ
2M + µ′

M

)
(Im ⊗ Id)


=

1

M

(
Λµ′ + λ

2 − λ

M
1
2
1>M

− λ

M
1
2
1M

(
λ
2 + 2µ′

)
Im

)
︸ ︷︷ ︸

:=M

⊗Id.

Note that M can be written as a sum of M matrices, each of them having

Mm =

Λµ′+λ
2

M − λ

M
1
2

− λ

M
1
2

(
λ
2 + 2µ′

)


as a (1,m) submatrix and zeros everywhere else. To verify positive semidefiniteness of Mm, we shall prove that the
determinant is positive:

det(Mm) =
1

M

((
Λµ′ +

λ

2

)(
λ

2
+ 2µ′

)
− λ2

)
≥ 1

M

(
(2λ)

(
λ

2
+ 2µ′

)
− λ2

)
≥ 0

as desired. Verifying the smoothness constants is straightforward.

8Several recent papers study the meta-learning personalization approaches (Chen et al., 2018; Khodak et al., 2019; Jiang et al., 2019;
Fallah et al., 2020; Lin et al., 2020).
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C.6. Proof of Lemma 2.2

We have

∇2FMFL2(w, β)− µ′

3M
Id(M+1) =

( λ
M
Id − λ

M
3
2

(1>M ⊗ Id)
− λ

M
3
2

(1M ⊗ Id) λ
M

(Im ⊗ Id) + Diag(∇2f ′1(β1), . . . ,∇2f ′M (βM ))

)
− µ′

3M
Id(M+1)

�


(
λ
M
− µ′

3M

)
Id − λ

M
3
2

(1>M ⊗ Id)

− λ

M
3
2

(1M ⊗ Id)
(
λ
M

+ 2µ′

3M

)
(Im ⊗ Id)


=

1

M

 λ− µ′

3
− λ

M
1
2
1>M

− λ

M
1
2
1M

(
λ+ 2µ′

3

)
Im


︸ ︷︷ ︸

:=M

⊗Id

Note that M can be written as a sum of M matrices, each of them having λ
M −

µ′

3M at position (1, 1), − λ

M
1
2

at positions

(1,m), (m, 1) and
(
λ
M + 2µ′

3M

)
at position (m,m). Using the assumption µ′ ≤ λ

2 , it is easy to see that each of these matrices

is positive semidefinite, and thus so is M. Consequently, ∇FMFL2(w, β)− µ′

3M Id(M+1) is positive semidefinite and thus
FMFL2 is jointly µ′

3M - strongly convex. Verifying the smoothness constants is straightforward.

C.7. Proof of Lemma 2.3

Let xm = (1− αm)βm + αmM
− 1

2w for the notational simplicity. We have

∇2fm(w, βm) =

 Λ
M∇

2f ′(M−
1
2w) +

α2
m

M ∇
2f ′m(xm) αm(1−αm)

M
1
2
∇2f ′m(xm)

αm(1−αm)

M
1
2
∇2f ′m(xm) (1− αm)2∇2f ′m(xm)


=

(
Λ
M∇

2f ′(M−
1
2w) 0d×d

0d×d 0d×d

)
+

1

M

 α2
m

M
αm(1−αm)

M
1
2

αm(1−αm)

M
1
2

(1− αm)2

⊗∇2f ′m(xm)

�
(

Λµ′

M Id 0d×d
0d×d 0d×d

)
+

 α2
m

M
αm(1−αm)

M
1
2

αm(1−αm)

M
1
2

(1− αm)2

⊗ (µ′Id)

= µ′

 Λ+α2
m

M
αm(1−αm)

M
1
2

αm(1−αm)

M
1
2

(1− αm)2


︸ ︷︷ ︸

:=Mm

⊗Id.

Next, we show that

Mm �

(
(1−αm)2

2M 0

0 (1−αm)2

2

)
. (20)

For that, it suffices to show that

det

(
Mm −

(
(1−αm)2

2M 0

0 (1−αm)2

2

))
≥ 0,

which holds since

det

(
Mm −

(
(1−αm)2

2M 0

0 (1−αm)2

2

))
=

(
Λ + α2

m −
(1−αm)2

2

M
−

)
(1− αm)2

2
− α2

m(1− αm)2

M

≥
(

2
α2
m

M

)
(1− αm)2

2
− α2

m(1− αm)2

M

= 0.
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Next, using (20) M times, it is easy to see that ∇2FAPFL2(w, β) � µ′ (1−αmax)2

M Id(M+1) as desired. Verifying the
smoothness constants is straightforward.

D. Missing Parts from Section 3
D.1. Proof of Theorem 3.1

The main idea consists of invoking the framework for analyzing local SGD methods from (Gorbunov et al., 2020) with several
minor modifications. In particular, Algorithm 1 is an intriguing method that runs a local SGD on w-parameters and SGD on
β-parameters, and therefore we shall treat both of these parameter sets differently. Define Vk := 1

M

∑M
m=1 ‖wk − wkm‖2

where wk := 1
M

∑M
m=1 w

k
m is a sequence of so called virtual iterates.

The first step towards the convergence rate is to figure out parameters of Assumption 2.3 from (Gorbunov et al., 2020). In
order to get these, let us show an analog of Lemma G.1 therein.

Lemma D.1. Let Assumptions 1.1 and 3.1 hold. Let L = max{Lw, Lβ}. Then, we have:

1

M

M∑
m=1

‖∇wfm(wkm, β
k
m)‖2 ≤ 6Lw

(
f(wk, βkm)− f(w∗, β∗)

)
+ 3(Lw)2Vk + 3ζ2

∗ , (21)

∥∥∥∥∥ 1

M

M∑
m=1

∇wfm(wkm, β
k
m)

∥∥∥∥∥
2

+
1

M2

M∑
m=1

∥∥∇βfm(wkm, β
k
m)
∥∥2 ≤ 4L

(
f(wk, βkm)− f(w∗, β∗)

)
+ 2(Lw)2Vk (22)

Proof. First, to show (21) we shall have

1

M

M∑
m=1

‖∇wfm(wkm, β
k
m)‖2 ≤ 3

M

M∑
m=1

‖∇wfm(wkm, β
k
m)−∇wfm(wk, βkm)‖2

+
3

M

M∑
m=1

‖∇wfm(wk, βkm)−∇wfm(w∗, β∗)‖2

+
3

M

M∑
m=1

‖∇wfm(w∗, β∗)‖2

As. 1.1
≤ 3L2

M

M∑
m=1

‖wkm − wk‖2 +
6L

M

M∑
m=1

Dfm((wk, βkm), (w∗, β∗)) + 3ζ2
∗

= 6Lw
(
f(wk, βkm)− f(w∗, β∗)

)
+ 3(Lw)2Vk + 3ζ2

∗ .
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Next, to establish (22), we have∥∥∥∥∥ 1

M

M∑
m=1

∇wfm(wkm, β
k
m)

∥∥∥∥∥
2

+
1

M2

M∑
m=1

∥∥∇βfm(wkm, β
k
m)
∥∥2

=

∥∥∥∥∥ 1

M

M∑
m=1

(
∇wfm(wkm, β

k
m)−∇wfm(w∗, β∗)

)∥∥∥∥∥
2

+
1

M2

M∑
m=1

∥∥∇βfm(wkm, β
k
m)−∇βfm(w∗, β∗)

∥∥2

≤ 2

M

M∑
i=1

‖∇wfm(wkm, β
k
m)−∇wfm(wk, βkm)‖2 +

2

M

M∑
m=1

‖∇βfm(wkm, β
k
m)−∇βfm(w∗, β∗)‖2

+
2

M2

M∑
m=1

∥∥∇βfm(wkm, β
k
m)−∇βfm(w∗, β∗)

∥∥2

As. 1.1
≤ 2(Lw)2

M

M∑
m=1

‖wkm − wk‖2 +
4L

M

M∑
m=1

Dfm((wk, βkm), (w∗, β∗))

= 4L
(
f(wk, βkm)− f(w∗, β∗)

)
+ 2(Lw)2Vk.

The next lemma uses Lemma D.1 to recover a set of crucial parameters of Assumption 2.3 from (Gorbunov et al., 2020).

Lemma D.2. Let gkw,m := (gkm)1:d0
and gkβ,m := (gkm)(d0+1):(d0+dm). Then we have

1

M

M∑
m=1

E
[
‖gkw,m‖2

]
≤ 6Lw

(
f(wk, βkm)− f(w∗, β∗)

)
+ 3(Lw)2Vk +

σ2

B
+ 3ζ2

∗ , (23)

E

∥∥∥∥∥ 1

M

M∑
m=1

gkw,m

∥∥∥∥∥
2

+
1

M2

M∑
m=1

∥∥gkβ,m∥∥2

 ≤ 4L
(
f(wk, βkm)− f(w∗, β∗)

)
+ 2(Lw)2Vk +

2σ2

BM
(24)

Proof. Let us start with (23):

1

M

M∑
m=1

E
[
‖gkw,m‖2

]
=

1

M

M∑
m=1

(
E
[
‖gkw,m −∇wfm(wkm, β

k
m)‖2

]
+ ‖∇wfm(wkm, β

k
m)‖2

)
≤ σ2

B
+ ‖∇wfm(wkm, β

k
m)‖2.

It remains to apply (23). Similarly, to show (24), we have

E

∥∥∥∥∥ 1

M

M∑
m=1

gkw,m

∥∥∥∥∥
2

+
1

M2

M∑
m=1

∥∥gkβ,m∥∥2


= E

∥∥∥∥∥ 1

M

M∑
m=1

(gkw,m −∇wfm(wkm, β
k
m))

∥∥∥∥∥
2
+

∥∥∥∥∥ 1

M

M∑
m=1

∇wfm(wkm, β
k
m)

∥∥∥∥∥
2

+
1

M2

M∑
m=1

(
E
[∥∥gkβ,m −∇βfm(wkm, β

k
m)
∥∥2
]

+
∥∥∇βfm(wkm, β

k
m)
∥∥2
)

≤ σ2

MB
+

∥∥∥∥∥ 1

M

M∑
m=1

∇wfm(wkm, β
k
m)

∥∥∥∥∥
2

+
σ2

MB
+

1

M2

M∑
m=1

∥∥∇βfm(wkm, β
k
m)
∥∥2
.
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It remains to apply (22).

To get the remaining parameters of Assumption 2.3 of Gorbunov et al. (2020), we shall prove an analog of Lemma E.1
therein.

Lemma D.3. Suppose that Assumptions 1.1 and 3.1 hold and assume that

η ≤ 1

8
√

3e(τ − 1)Lw

Then, we have

2Lw
K∑
k=0

(1− ηµ)−k−1E [Vk] ≤1

2

K∑
k=0

(1− ηµ)−k−1E
[
F (wk, βk)− F (w∗, β∗)

]
(25)

+ 2LwDη2
K∑
k=0

(1− ηµ)−k−1,

where

D = 2e(τ − 1)τ

(
3ζ2
∗ +

σ2

B

)
.

Proof. The proof is identical to the proof of Lemma E.1 from (Gorbunov et al., 2020) with a single difference – using
inequality (23) instead of Assumption E.1 from (Gorbunov et al., 2020).

Now we have all pieces together and we are ready to state the main convergence result for Algorithm 1.

Theorem D.1. Let Assumptions 1.1, and 3.1 be satisfied and assume the stepsize η satisfies

0 < η ≤ min

{
1

4Lβ
,

1

8
√

3e(τ − 1)Lw

}
.

Define

(wK , β
K

) :=

∑K
k=0(1− ηµ)−k−1(wk, βk)

K∑
k=0

(1− ηµ)−k−1

.

and Φ0 :=
2‖w0−w∗‖2+

∑M
m=1 ‖β

0
m−β

∗
m‖

2

η and Ψ0 := 2σ2

BM + 8Lwηe(τ − 1)τ
(

3ζ2
∗ + σ2

B

)
. Then if µ > 0, we have

E
[
f(wK , β

K
)
]
− f(w∗, β∗) ≤ (1− ηµ)

K
Φ0 + ηΨ0, (26)

and in the case when µ = 0, we have

E
[
f(wK , β

K
)
]
− f(w∗, β∗) ≤Φ0

K
+ ηΨ0. (27)

D.2. Nonconvex theory for LSGD-PFL

In order to demonstrate that our approaches work in the nonconvex setting too, we develop a non-convex theory for LSGD-
PFL. Note that we do not claim optimality of our results and at the same time, we impose slightly different smoothness
assumptions on the objective.

We set kp = p · τ , where τ ∈ N+ is the length of averaging period. Let kp = pτ + τ − 1 = kp+1 − 1 = vp. Denote
the total number of iterations as K, and assume that K = kp̄ for some p̄ ∈ N+. The final result is set to be that
w = wK and β̂m = βKm for all m ∈ [M ]. We assume that the solution to (1) is w∗, β∗1 , . . . , β

∗
M and optimal value is f∗. Let

wk = 1
M

∑M
m=1 w

k
m for all k. Note that this quantity will not be actually computed in practice unless k = kp for some p ∈ N,

where we have wkp = w
kp
m for all m ∈ [M ]. In addition, let ξkm = {ξk1,m, ξk2,m, . . . , ξkB,m}, and ξk = {ξk1 , ξk2 , . . . , ξkM}.
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Let θm = ((wm)>, (βm)>)>, θkm = ((wkm)>, (βkm)>)>, θ∗m = ((w∗)>, (β∗m)>)> and θ̂km = ((wk)>, (βkm)>)>. Let

gkm =
1

B
∇f̂m(wkm, β

k
m; ξkm), (28)

where

∇f̂m(wkm, β
k
m; ξkm) =

B∑
j=1

∇f̂m(wkm, β
k
m; ξkj,m).

We assume that the gradient is unbiased, that is

E
[
gkm
]

= ∇fm(wkm, β
k
m).

Besides, let

gkm,1 =
1

B
∇wf̂m(wkm, β

k
m; ξkm),

gkm,2 =
1

B
∇βm f̂m(wkm, β

k
m; ξkm),

(29)

then we have gkm = ((gkm,1)>, (gkm,2)>)>. We update parameters by (wk+1
m , βk+1

m ) = (wkm, β
k
m)− ηkgkm.

In addition, we define

hk =
1

M

M∑
m=1

gkm,1,

V k =
1

M

M∑
m=1

‖wkm − wk‖2.

Then we always have wk+1 = wk − ηkhk for all k.

We denote the Bregman divergence associated with fm for θm and θ̄m as

Dfm(θm, θ̄m) := fm(θm)− f(θ̄m)− 〈∇fm(θ̄m), θm − θ̄m〉.

Furthermore, we define the sum of residuals of estimators as

rk = ‖wk − w∗‖2 +
1

M

M∑
m=1

‖βkm − β∗m‖2 =
1

M

M∑
m=1

‖θ̂km − θ∗m‖2. (30)

Finally, let σ2
dif = 1

M

∑M
m=1 ‖∇fm(θ∗m)‖2.

Assumption D.1 (Smoothness). The local objective function fm(·) is differentiable and L-smooth, that is, ‖∇fm(u) −
fm(v)‖ ≤ L‖u− v‖ for all u, v and m ∈ [M ].

Assumption D.2 (Bounded Local Variance). For local stochastic gradients defined in (28) and (29), we assume that their
variance are bounded as below:

Eξkm
[
‖gkm,1 −∇wfm(θkm)‖2

]
≤ C1‖∇fm(θkm)‖2 +

σ2
1

B

Eξkm
[
‖gkm,2 −∇βmfm(θkm)‖2

]
≤ C2‖∇fm(θkm)‖2 +

σ2
2

B

for all m ∈ [M ], where C1, C2, σ
2
1 , σ

2
2 are all positive constants.

Assumption D.3 (Bounded Dissimilarity). There is a positive constant λ > 0 such that for all θm ∈ Rd0+dm , m ∈ [M ],
we have

1

M

M∑
m=1

‖∇fm(θm)‖2 ≤ λ

∥∥∥∥∥ 1

M

M∑
m=1

∇fm(θm)

∥∥∥∥∥
2

+ σ2
dif .
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Assumption D.4 (µ-Polyak-Łojasiewicz (PL)). Assume that there is a positive constant µ > 0, such that for all w ∈ Rd0

and βm ∈ Rdm , m ∈ [M ], we have

1

2

∥∥∥∥∥ 1

M

M∑
m=1

∇fm(w, βm)

∥∥∥∥∥
2

≥ µ

(
1

M

M∑
m=1

fm(w, βm)− f∗
)
.

Theorem D.2 (General Non-Convex Objectives). Under Assumptions D.1-D.3, let ηk = η for all k ≥ 0, and η small
enough such that

−1 + ηLλ

(
C1

M
+ C2 + 1

)
+ λη2L2(τ − 1)τ(C1 + 1) ≤ 0,

we have

1

K

K−1∑
k=0

E

∥∥∥∥∥ 1

M

M∑
m=1

fm(θ̂km)

∥∥∥∥∥
2


≤
2E
[

1
M

∑M
m=1 fm(θ̂0

m)− f∗
]

ηK
+ ηLλ

{(
C1

M
+ C2 + 1

)
σ2

dif +
σ2

1

MB
+
σ2

2

B

}
+η2L2σ2

dif(τ − 1)2(C1 + 1) +
η2L2σ2

1(τ − 1)2

B
.

Theorem D.3 (General Non-Convex Objectives under PL condition). Under Assumptions D.1-D.4, setting ηk = 1/(µ(k +
βτ + 1)), where β is a positive constant satisfying

β > max

{
2λL

µ

(
C1

M
+ C2 + 1

)
− 2,

2L2λ(C1 + 1)

µ2
, 1

}
,

when τ is large enough such that

τ ≥

√
max

{
(2L2λ(C1 + 1)/µ2)e1/β − 4, 0

}
β2 − (2L2λ(C1 + 1)/µ2)e

1
β

,

we will have

E

[
1

M

M∑
m=1

fm

(
θ̂Km

)
− f∗

]

≤ b3

(K + βτ)3
E

[
1

M

M∑
m=1

fm

(
θ̂0
m

)
− f∗

]
+

2L2(τ − 1)2K

µ3(K + βτ)3

{
σ2

dif(C1 + 1) +
σ2

1

B

}
+
LK(K + 2βτ + 2)

4µ2(K + βτ)3

{
σ2

dif

(
C1

M
+ C2 + 1

)
+

σ2
1

MB
+
σ2

2

B

}
.

D.3. Proof of nonconvex theory for LSGD-PFL

Proof of Theorem D.2. By Lemmas D.4-D.6 and under Assumptions D.1-D.3, given {θkm}m∈[M ], taking conditional
expectation with respect to ξk, we have

Eξk

[
1

M

M∑
m=1

fm(θ̂k+1
m )

]
− 1

M

M∑
m=1

fm(θ̂km)

≤− η

2

∥∥∥∥∥ 1

M

M∑
m=1

fm(θ̂km)

∥∥∥∥∥
2

− η

2

∥∥∥∥∥ 1

M

M∑
m=1

fm(θkm)

∥∥∥∥∥
2

+
ηL2

2
V k

+
1

2
η2Lλ

(
C1

M
+ C2 + 1

)∥∥∥∥∥ 1

M

M∑
m=1

fm(θkm)

∥∥∥∥∥
2

+
1

2
η2Lλ

{(
C1

M
+ C2 + 1

)
σ2

dif +
σ2

1

MB
+
σ2

2

B

}
.
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Thus, taking unconditional expectation on both sides of the above equation, we have

E

[
1

M

M∑
m=1

fm(θ̂k+1
m )− 1

M

M∑
m=1

fm(θ̂km)

]

≤− η

2
E

∥∥∥∥∥ 1

M

M∑
m=1

fm(θ̂km)

∥∥∥∥∥
2
− η

2
E

∥∥∥∥∥ 1

M

M∑
m=1

fm(θkm)

∥∥∥∥∥
2
+

ηL2

2
E
[
V k
]

+
1

2
η2Lλ

(
C1

M
+ C2 + 1

)
E

∥∥∥∥∥ 1

M

M∑
m=1

fm(θkm)

∥∥∥∥∥
2
+

1

2
η2Lλ

{(
C1

M
+ C2 + 1

)
σ2

dif +
σ2

1

MB
+
σ2

2

B

}
,

which implies that

E

[
1

M

M∑
m=1

fm(θ̂kp+1
m )− 1

M

M∑
m=1

fm(θ̂kpm )

]

=

vp∑
k=kp

E

[
1

M

M∑
m=1

fm(θ̂k+1
m )− 1

M

M∑
m=1

fm(θ̂km)

]

≤− η

2

vp∑
k=kp

E

∥∥∥∥∥ 1

M

M∑
m=1

fm(θ̂km)

∥∥∥∥∥
2
+

η

2

{
−1 + ηLλ

(
C1

M
+ C2 + 1

)} vp∑
k=kp

E

∥∥∥∥∥ 1

M

M∑
m=1

fm(θkm)

∥∥∥∥∥
2


+
ηL2

2

vp∑
k=kp

E
[
V k
]

+
1

2
η2Lλ

{(
C1

M
+ C2 + 1

)
σ2

dif +
σ2

1

MB
+
σ2

2

B

} vp∑
k=kp

1.

(31)

By Lemma D.8, we have

E
[
V k
]
≤λη2(τ − 1)(C1 + 1)

k−1∑
k=kp

E

∥∥∥∥∥ 1

M

M∑
m=1

∇fm(θkm)

∥∥∥∥∥
2


+η2σ2
dif(τ − 1)(C1 + 1)(k − kp) +

η2σ2
1(τ − 1)

B
(k − kp)

≤λη2(τ − 1)(C1 + 1)

vp∑
k=kp

E

∥∥∥∥∥ 1

M

M∑
m=1

∇fm(θkm)

∥∥∥∥∥
2


+η2σ2
dif(τ − 1)2(C1 + 1) +

η2σ2
1(τ − 1)2

B

hold for all kp ≤ k ≤ vp. We then have

ηL2

2

vp∑
k=kp

E
[
V k
]
≤1

2
λη3L2(τ − 1)τ(C1 + 1)

vp∑
k=kp

E

∥∥∥∥∥ 1

M

M∑
m=1

∇fm(θkm)

∥∥∥∥∥
2


+
1

2
η3L2σ2

dif(τ − 1)2(C1 + 1)

vp∑
k=kp

1 +
η3L2σ2

1(τ − 1)2

2B

vp∑
k=kp

1.
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Plug the above equation into (31), we have

E

[
1

M

M∑
m=1

fm(θ̂kp+1
m )− 1

M

M∑
m=1

fm(θ̂kpm )

]

≤− η

2

vp∑
k=kp

E

∥∥∥∥∥ 1

M

M∑
m=1

fm(θ̂km)

∥∥∥∥∥
2


+
η

2

{
−1 + ηLλ

(
C1

M
+ C2 + 1

)
+ λη2L2(τ − 1)τ(C1 + 1)

} vp∑
k=kp

E

∥∥∥∥∥ 1

M

M∑
m=1

fm(θkm)

∥∥∥∥∥
2


+
1

2
η2Lλ

{(
C1

M
+ C2 + 1

)
σ2

dif +
σ2

1

MB
+
σ2

2

B

} vp∑
k=kp

1

+
1

2
η3L2σ2

dif(τ − 1)2(C1 + 1)

vp∑
k=kp

1 +
η3L2σ2

1(τ − 1)2

2B

vp∑
k=kp

1.

Since we have already required that

−1 + ηLλ

(
C1

M
+ C2 + 1

)
+ η2L2(τ − 1)τ(C1 + 1) ≤ 0,

thus the above the equation implies that

E

[
1

M

M∑
m=1

fm(θ̂kp+1
m )− 1

M

M∑
m=1

fm(θ̂kpm )

]

≤− η

2

vp∑
k=kp

E

∥∥∥∥∥ 1

M

M∑
m=1

fm(θ̂km)

∥∥∥∥∥
2
+

1

2
η2Lλ

{(
C1

M
+ C2 + 1

)
σ2

dif +
σ2

1

MB
+
σ2

2

B

} vp∑
k=kp

1

+
1

2
η3L2σ2

dif(τ − 1)2(C1 + 1)

vp∑
k=kp

1 +
η3L2σ2

1(τ − 1)2

2B

vp∑
k=kp

1.
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Note that we have assumed that K = kp̄ for some p̄ ∈ N+. This way, we further have

1

K
E

[(
1

M

M∑
m=1

fm(θ̂Km)− f∗
)
−

(
1

M

M∑
m=1

fm(θ̂0
m)− f∗

)]
1

K
E

[
1

M

M∑
m=1

fm(θ̂Km)− 1

M

M∑
m=1

fm(θ̂0
m)

]

=
1

K

p̄−1∑
p=0

E

[
1

M

M∑
m=1

fm(θ̂kp+1
m )− 1

M

M∑
m=1

fm(θ̂kpm )

]

≤− η

2K

p̄−1∑
p=0

vp∑
k=kp

E

∥∥∥∥∥ 1

M

M∑
m=1

fm(θ̂km)

∥∥∥∥∥
2
+

1

2
η2Lλ

{(
C1

M
+ C2 + 1

)
σ2

dif +
σ2

1

MB
+
σ2

2

B

}
1

K

p̄−1∑
p=0

vp∑
k=kp

1

+
1

2
η3L2σ2

dif(τ − 1)2(C1 + 1)
1

K

p̄−1∑
p=0

vp∑
k=kp

1 +
η3L2σ2

1(τ − 1)2

2B

1

K

p̄−1∑
p=0

vp∑
k=kp

1

=− η

2K

K−1∑
k=0

E

∥∥∥∥∥ 1

M

M∑
m=1

fm(θ̂km)

∥∥∥∥∥
2
+

1

2
η2Lλ

{(
C1

M
+ C2 + 1

)
σ2

dif +
σ2

1

MB
+
σ2

2

B

}

+
1

2
η3L2σ2

dif(τ − 1)2(C1 + 1) +
η3L2σ2

1(τ − 1)2

2B
,

which implies that

1

K

K−1∑
k=0

E

∥∥∥∥∥ 1

M

M∑
m=1

fm(θ̂km)

∥∥∥∥∥
2


≤
2E
[

1
M

∑M
m=1 fm(θ̂0

m)− f∗
]

ηK
+ ηLλ

{(
C1

M
+ C2 + 1

)
σ2

dif +
σ2

1

MB
+
σ2

2

B

}
+η2L2σ2

dif(τ − 1)2(C1 + 1) +
η2L2σ2

1(τ − 1)2

B
.

Proof of Theorem D.3. By Lemmas D.4, D.5, D.7 and D.8, for kp + 1 ≤ k ≤ vp, we have

E

[
1

M

M∑
m=1

fm(θ̂k+1
m )− f∗

]

≤∆kE

[
1

M

M∑
m=1

fm(θ̂km)− f∗
]

+
ηk
2

{
−1 + ηkλL

(
C1

M
+ C2 + 1

)}
E

∥∥∥∥∥ 1

M

M∑
m=1

∇fm(θkm)

∥∥∥∥∥
2


+Bk

t−1∑
k=kp

η2
kE

∥∥∥∥∥ 1

M

M∑
m=1

∇fm(θ(k)
m )

∥∥∥∥∥
2
+ ct,
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where

∆k =1− ηkµ,

Bk =
1

2
ηkL

2λ(τ − 1)(C1 + 1),

ck =
ηkL

2

2

σ2
dif(τ − 1)(C1 + 1)

k−1∑
t=kp

η2
k +

σ2
1(τ − 1)

B

k−1∑
t=kp

η2
k


+
η2
kL

2

{
σ2

dif

(
C1

M
+ C2 + 1

)
+

σ2
1

MB
+
σ2

2

B

}
.

We also define

ak =E

[
1

M

M∑
m=1

fm(θ̂km)− f∗
]
,

D =λL

(
C1

M
+ C2 + 1

)
,

ek =E

∥∥∥∥∥ 1

M

M∑
m=1

∇fm(θkm)

∥∥∥∥∥
2
 ,

and denote

kp−1∑
k=kp

η2
ket = 0,

ckp =
α2
kp
L

2

{
σ2

dif

(
C1

M
+ C2 + 1

)
+

σ2
1

MB
+
σ2

2

B

}
,

then we have

ak+1 ≤ ∆kak +
ηk
2

(−1 +Dηk)ek +Bk

k−1∑
t=kp

η2
ket + ck

for all kp ≤ k ≤ vp. Under the conditions for β and τ , by Lemmas D.9 and D.10, we have

avp+1 ≤

 vp∏
k=kp

∆k

 akp +

vp−1∑
k=kp

(
vp∏

i=k+1

∆i

)
ck + cvp . (32)

Let zk = (k + b)2, where b = βτ + 1, we have

∆k
zk
ηk

=(1− µηk)µ(k + b)3

=(1− 1

k + b
)µ(k + b)3

=µ(k + b− 1)(k + b)2

≤µ(k + b− 1)3

=
zk−1

ηk−1
.
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Thus, we have

zvp
ηvp

(
vp∏

i=k+1

∆i

)

=
zvp
ηvp

∆vp

(
vp−1∏
i=k+1

∆i

)

≤
zvp−1

ηvp−1

(
vp−1∏
i=k+1

∆i

)
...

≤zk
ηk
.

This way, note that vp + 1 = kp+1, and plug the above inequality into (32), we then get

zvp
ηvp

akp+1 ≤
zkp
ηkp

akp +

vp∑
k=kp

zk
ηk
ck.

Since we have assumed that K = kp̄, thus we have

zK−1

ηK−1
aK =

zvp̄−1

ηvp̄−1

akp̄

≤
zkp̄−1

ηkp̄−1

akp̄−1 +

vp̄−1∑
t=kp̄−1

zt
ηt
ct

...

≤z0

η0
a0 +

K−1∑
k=0

zk
ηk
ck. (33)

Recall that for kp ≤ k ≤ vp

ck =
ηkL

2

2

σ2
dif(τ − 1)(C1 + 1)

t−1∑
k=kp

η2
k +

σ2
1(τ − 1)

B

t−1∑
k=kp

η2
k


+
η2
kL

2

{
σ2

dif

(
C1

M
+ C2 + 1

)
+

σ2
1

MB
+
σ2

2

B

}

≤
ηkη

2

b kτ cτ
L2(τ − 1)2

2

{
σ2

dif(C1 + 1) +
σ2

1

B

}
+
η2
kL

2

{
σ2

dif

(
C1

M
+ C2 + 1

)
+

σ2
1

MB
+
σ2

2

B

}
.

Then we have
K−1∑
k=0

zk
ηk
ck ≤

L2(τ − 1)2

2

{
σ2

dif(C1 + 1) +
σ2

1

B

}K−1∑
k=0

zkη
2

b kτ cτ

+
L

2

{
σ2

dif

(
C1

M
+ C2 + 1

)
+

σ2
1

MB
+
σ2

2

B

}K−1∑
k=0

zkηk.

(34)
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First, assume that k = pτ + r, where 0 ≤ r ≤ τ − 1, then we have⌊
t

τ

⌋
τ + b = pτ + βτ + 1 = (p+ β)τ + 1 ≥ βτ ≥ r,

as we have assumed that β > 1, thus

2

(⌊
k

τ

⌋
τ + b

)
≥ (p+ β)τ + 1 + r = k + b.

This way, we have

K−1∑
k=0

zkη
2

b kτ cτ =
1

µ2

K−1∑
k=0

(
k + b⌊
k
τ

⌋
τ + b

)2

≤ 4K

µ2
.

Next, note that
K−1∑
k=0

zkηk =
1

µ

K−1∑
k=0

(k + b) ≤ K(K + 2b)

2µ
. (35)

Combine equations (33)-(35), we have

E

[
1

M

M∑
m=1

fm

(
θ̂Km

)
− f∗

]
≤ b3

(K + βτ)3
E

[
1

M

M∑
m=1

fm

(
θ̂0
m

)
− f∗

]

+
2L2(τ − 1)2K

µ3(K + βτ)3

{
σ2

dif(C1 + 1) +
σ2

1

B

}
+
LK(K + 2βτ + 2)

4µ2(K + βτ)3

{
σ2

dif

(
C1

M
+ C2 + 1

)
+

σ2
1

MB
+
σ2

2

B

}
.

We state some useful facts in the following proposition.

Proposition 1. If f is differentiable and L-smooth, then we have

f(x)− f(y)− 〈∇f(y), x− y〉 ≤ L

2
‖x− y‖2. (36)

If f is also convex, we then have
‖∇f(x)−∇f(y)‖2 ≤ 2LDf (x, y) (37)

for all x, y.

Besides, for all vectors x, y, we have

2〈x, y〉 ≤ ξ‖x‖2 + ξ−1‖y‖2 ∀ξ > 0 (38)

− 〈x, y〉 = −1

2
‖x‖2 − 1

2
‖y‖2 +

1

2
‖x− y‖2. (39)

For vectors v1.v2, . . . , vn, by Jensen’s inequality and the convexity of map: x 7→ ‖x‖2, we have∥∥∥∥∥ 1

n

n∑
i=1

vi

∥∥∥∥∥
2

≤ 1

n

n∑
i=1

‖vi‖2 . (40)
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Lemma D.4. Under Assumption D.1, given {θkm}m∈[M ], taking conditional expectation with respect to ξk, we have

Eξk

[
1

M

M∑
m=1

fm(θ̂k+1
m )

]
− 1

M

M∑
m=1

fm(θ̂km)

≤− ηk

〈
1

M

M∑
m=1

∇wfm(θ̂km),
1

M

M∑
m=1

∇wfm(θkm)

〉
− ηk
M

M∑
m=1

〈∇βmfm(θ̂km),∇βmfm(θkm)〉

+
η2
kL

2
Eξk

[
‖hk‖2

]
+
η2
kL

2M

M∑
m=1

Eξkm
[
‖gkm,2‖2

]

Proof. By L-smoothness assumption of fm(·) and (36), we have

fm(θ̂k+1
m )− fm(θ̂km)− 〈∇fm(θ̂km), θ̂k+1

m − θ̂km〉 ≤
L

2
‖θ̂k+1
m − θ̂km‖2.

Thus, we have

fm(θ̂k+1
m )− fm(θ̂km) ≤ −ηk〈∇wfm(θ̂km), hk〉 − ηk〈∇βmfm(θ̂km), gkm,2〉+

η2
kL

2
‖hk‖2 +

η2
kL

2
‖gkm,2‖2,

which further implies that

1

M

M∑
m=1

fm(θ̂k+1
m )− 1

M

M∑
m=1

fm(θ̂km) ≤− ηk

〈
1

M

M∑
m=1

∇wfm(θ̂km), hk

〉
− ηk
M

M∑
m=1

〈∇βmfm(θ̂km), gkm,2〉

+
η2
kL

2
‖hk‖2 +

η2
kL

2M

M∑
m=1

‖gkm,2‖2.

Finally, taking conditional expectation with respect to ξk, we have

Eξk

[
1

M

M∑
m=1

fm(θ̂k+1
m )

]
− 1

M

M∑
m=1

fm(θ̂km)

≤− ηk

〈
1

M

M∑
m=1

∇wfm(θ̂km),
1

M

M∑
m=1

∇wfm(θkm)

〉
− ηk
M

M∑
m=1

〈∇βmfm(θ̂km),∇βmfm(θkm)〉

+
η2
kL

2
Eξk

[
‖hk‖2

]
+
η2
kL

2M

M∑
m=1

Eξkm
[
‖gkm,2‖2

]

Lemma D.5. Under Assumptions D.2 and D.3, given {θkm}m∈[M ], taking conditional expectation with respect to ξk, we
have

Eξk
[
‖hk‖2

]
+

1

M

M∑
m=1

Eξkm
[
‖gkm,2‖2

]
≤
(
C1

M
+ C2 + 1

)
1

M

M∑
m=1

‖∇fm(θkm)‖2 +
σ2

1

MB
+
σ2

2

B

≤λ
(
C1

M
+ C2 + 1

)∥∥∥∥∥ 1

M

M∑
m=1

∇fm(θkm)

∥∥∥∥∥
2

+

(
C1

M
+ C2 + 1

)
σ2

dif +
σ2

1

MB
+
σ2

2

B
.
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Proof. Note that

Eξk
[
‖hk‖2

]
=Eξk

∥∥∥∥∥ 1

M

M∑
m=1

gkm,1

∥∥∥∥∥
2


(i)
=Eξk

∥∥∥∥∥ 1

M

M∑
m=1

(
gkm,1 −∇wfm(θkm)

)∥∥∥∥∥
2
+

∥∥∥∥∥ 1

M

M∑
m=1

∇wfm(θkm)

∥∥∥∥∥
2

(ii)
=

1

M2

M∑
m=1

Eξkm
[∥∥gkm,1 −∇wfm(θkm)

∥∥2
]

+

∥∥∥∥∥ 1

M

M∑
m=1

∇wfm(θkm)

∥∥∥∥∥
2

(iii)

≤ 1

M2

M∑
m=1

(
C1‖∇fm(θkm)‖2 +

σ2
1

B

)
+

∥∥∥∥∥ 1

M

M∑
m=1

∇wfm(θkm)

∥∥∥∥∥
2

(iv)

≤ C1

M2

M∑
m=1

‖∇fm(θkm)‖2 +
σ2

1

MB
+

1

M

M∑
m=1

‖∇wfm(θkm)‖2,

where (i) is due to that gkm,1 is unbiased, (ii) is by the fact that ξk1 , ξ
k
2 , . . . , ξ

k
M are independent, (iii) is by Assumption D.2,

and (iv) is by (40).

Similarly, we have

1

M

M∑
m=1

Eξkm
[
‖gkm,2‖2

]
=

1

M

M∑
m=1

Eξkm
[
‖gkm,2 −∇βmfm(θkm)‖2

]
+

1

M

M∑
m=1

‖∇βmfm(θkm)‖2

≤C2

M

M∑
m=1

‖∇fm(θkm)‖2 +
σ2

2

B
+

1

M

M∑
m=1

‖∇βmfm(θkm)‖2.

Combine the above equations, we have the final result.

Lemma D.6. Under Assumption D.1, we have

− ηk

〈
1

M

M∑
m=1

∇wfm(θ̂km),
1

M

M∑
m=1

∇wfm(θkm)

〉
− ηk
M

M∑
m=1

〈∇βmfm(θ̂k),∇βmfm(θkm)〉

≤ − ηk
2

∥∥∥∥∥ 1

M

M∑
m=1

∇fm(θ̂km)

∥∥∥∥∥
2

− ηk
2

∥∥∥∥∥ 1

M

M∑
m=1

∇fm(θkm)

∥∥∥∥∥
2

+
ηkL

2

2
V k.

Proof. By (39), we have

− ηk

〈
1

M

M∑
m=1

∇wfm(θ̂km),
1

M

M∑
m=1

∇wfm(θkm)

〉

=− ηk
2

∥∥∥∥∥ 1

M

M∑
m=1

∇wfm(θ̂km)

∥∥∥∥∥
2

− ηk
2

∥∥∥∥∥ 1

M

M∑
m=1

∇wfm(θkm)

∥∥∥∥∥
2

+
ηk
2

∥∥∥∥∥ 1

M

M∑
m=1

(
∇wfm(θ̂km)−∇wfm(θkm)

)∥∥∥∥∥
2

≤− ηk
2

∥∥∥∥∥ 1

M

M∑
m=1

∇wfm(θ̂km)

∥∥∥∥∥
2

− ηk
2

∥∥∥∥∥ 1

M

M∑
m=1

∇wfm(θkm)

∥∥∥∥∥
2

+
ηk

2M

M∑
m=1

∥∥∥∇wfm(θ̂km)−∇wfm(θkm)
∥∥∥2

,

where the last inequality is by (40). And we also have

−ηk〈∇βmfm(θ̂k),∇βmfm(θkm)〉 = −ηk
2
‖∇βmfm(θ̂km)‖2 − ηk

2
‖∇βmfm(θkm)‖2 +

ηk
2
‖∇βmfm(θ̂km)−∇βmfm(θkm)‖2,
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thus

− ηk
M
〈∇βmfm(θ̂k),∇βmfm(θkm)〉 =− ηk

2M

M∑
m=1

‖∇βmfm(θ̂km)‖2 − ηk
2M

M∑
m=1

‖∇βmfm(θkm)‖2

+
ηk

2M

M∑
m=1

‖∇βmfm(θ̂km)−∇βmfm(θkm)‖2

≤− ηk
2

∥∥∥∥∥ 1

M

M∑
m=1

∇βmfm(θ̂km)

∥∥∥∥∥
2

− ηk
2

∥∥∥∥∥ 1

M

M∑
m=1

∇βmfm(θkm)

∥∥∥∥∥
2

+
ηk

2M

M∑
m=1

‖∇βmfm(θ̂km)−∇βmfm(θkm)‖2.

Combine the above equations, we have

− ηk

〈
1

M

M∑
m=1

∇wfm(θ̂km),
1

M

M∑
m=1

∇wfm(θkm)

〉
− ηk
M

M∑
m=1

〈∇βmfm(θ̂km),∇βmfm(θkm)〉

≤ − ηk
2

∥∥∥∥∥ 1

M

M∑
m=1

∇fm(θ̂km)

∥∥∥∥∥
2

− ηk
2

∥∥∥∥∥ 1

M

M∑
m=1

∇fm(θkm)

∥∥∥∥∥
2

+
ηk

2M

M∑
m=1

∥∥∥∇fm(θ̂km)−∇fm(θkm)
∥∥∥2

(i)

≤ − ηk
2

∥∥∥∥∥ 1

M

M∑
m=1

∇fm(θ̂km)

∥∥∥∥∥
2

− ηk
2

∥∥∥∥∥ 1

M

M∑
m=1

∇fm(θkm)

∥∥∥∥∥
2

+
ηkL

2

2M

M∑
m=1

∥∥wkm − wk∥∥2

=− ηk
2

∥∥∥∥∥ 1

M

M∑
m=1

∇fm(θ̂km)

∥∥∥∥∥
2

− ηk
2

∥∥∥∥∥ 1

M

M∑
m=1

∇fm(θkm)

∥∥∥∥∥
2

+
ηkL

2

2
V k,

where (i) is by Assumption D.1.

Lemma D.7. Under Assumptions D.1 and D.4, we have

− ηk

〈
1

M

M∑
m=1

∇wfm(θ̂km),
1

M

M∑
m=1

∇wfm(θkm)

〉
− ηk
M

M∑
m=1

〈∇βmfm(θ̂k),∇βmfm(θkm)〉

≤ − ηkµ

(
1

M

M∑
m=1

∇fm(θ̂km)− f∗
)
− ηk

2

∥∥∥∥∥ 1

M

M∑
m=1

∇fm(θkm)

∥∥∥∥∥
2

+
ηkL

2

2
V k.

Proof. The proof follows directly from Lemma D.6 and Assumption D.4.

Lemma D.8. Under Assumptions D.2 and D.3, for kp + 1 ≤ k ≤ vp, taking unconditional expectation, we have

E
[
V k
]
≤λ(τ − 1)(C1 + 1)

k−1∑
t=kp

η2
tE

∥∥∥∥∥ 1

M

M∑
m=1

∇fm(θtm)

∥∥∥∥∥
2


+σ2
dif(τ − 1)(C1 + 1)

k−1∑
t=kp

η2
t +

σ2
1(τ − 1)

B

k−1∑
t=kp

η2
t .

Note that V kp = 0.
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Proof. By noting that wkp = w
kp
m for all m ∈ [M ], thus for kp + 1 ≤ k ≤ vp, we have

‖wkm − wk‖2 =

∥∥∥∥∥∥wkpm −
k−1∑
t=kp

ηtg
t
m,1 − wkp −

k−1∑
t=kp

ηth
t

∥∥∥∥∥∥
2

=

∥∥∥∥∥∥
k−1∑
t=kp

ηtg
t
m,1 −

k−1∑
t=kp

ηth
t

∥∥∥∥∥∥
2

.

Since

1

M

M∑
m=1

k−1∑
t=kp

ηtg
t
m,1 =

k−1∑
t=kp

ηth
t,

we have

1

M

M∑
m=1

‖wkm − wk‖2 =
1

M

M∑
m=1

∥∥∥∥∥∥
k−1∑
t=kp

ηtg
t
m,1 −

k−1∑
t=kp

ηth
t

∥∥∥∥∥∥
2

=
1

M

M∑
m=1

∥∥∥∥∥∥
k−1∑
t=kp

ηtg
t
m,1

∥∥∥∥∥∥
2

−

∥∥∥∥∥∥
k−1∑
t=kp

ηth
t

∥∥∥∥∥∥
2

≤ 1

M

M∑
m=1

∥∥∥∥∥∥
k−1∑
t=kp

ηtg
t
m,1

∥∥∥∥∥∥
2

≤k − kp
M

M∑
m=1

k−1∑
t=kp

η2
t ‖gtm,1‖2

≤τ − 1

M

M∑
m=1

k−1∑
t=kp

η2
t ‖gtm,1‖2.

(41)

Given {θkm}m∈[M ], taking conditional expectation with respect to ξk, we have

Eξk

[
1

M

M∑
m=1

‖gkm,1‖2
]

=
1

M

M∑
m=1

Eξkm
[
‖gkm,1‖2

]
=

1

M

M∑
m=1

Eξkm
[
‖gkm,1 −∇wfm(θkm)‖2

]
+

1

M

M∑
m=1

‖∇wfm(θkm)‖2

≤ 1

M

M∑
m=1

[
(C1 + 1)∇‖fm(θkm)‖2 +

σ2
1

B

]
+

1

M

M∑
m=1

‖∇fm(θkm)‖2

=
C1 + 1

M

M∑
m=1

‖∇fm(θkm)‖2 +
σ2

1

B
.
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Thus, taking unconditional expectation on both sides of (41), and by the independence of ξ(1), ξ(2), . . . , ξk, we have

E
[
V k
]

=(τ − 1)

k−1∑
t=kp

η2
tE

[
Eξt

[
1

M

M∑
m=1

‖gtm,1‖2
]]

≤(τ − 1)(C1 + 1)

k−1∑
t=kp

η2
tE

[
1

M

M∑
m=1

‖∇fm(θtm)‖2
]

+
(τ − 1)σ2

1

B

k−1∑
t=kp

η2
t

≤λ(τ − 1)(C1 + 1)

k−1∑
t=kp

η2
tE

∥∥∥∥∥ 1

M

M∑
m=1

∇fm(θtm)

∥∥∥∥∥
2


+σ2
dif(τ − 1)(C1 + 1)

k−1∑
t=kp

η2
t +

(τ − 1)σ2
1

B

k−1∑
t=kp

η2
t ,

where the last inequality follows Assumption D.3.

Lemma D.9. For the sequence {ak}kp≤k≤vp in the proof of Theorem D.3 that satisfies

ak+1 ≤ ∆kak +
ηk
2

(−1 +Dηk)ek +Bk

k−1∑
t=kp

η2
t et + ck,

when learning rates {ηk} satisfy

ηvp ≤
1

D
, (42)

ηvp−1 ≤
1

D +
2Bvp
∆vp

, (43)

...

ηkp ≤
1

D + 2∏vp
i=kp+1 ∆i

[(∏vp
i=kp+2 ∆i

)
Bkp+1 +

(∏vp
i=kp+3 ∆i

)
Bkp+2 + ∆vpBvp−1 +Bvp

] , (44)

we have

avp+1 ≤

 vp∏
k=kp

∆k

 akp +

vp−1∑
k=kp

(
vp∏

i=k+1

∆i

)
ck + cvp .

Proof. We start by noting that

avp+1 ≤∆vpavp +
ηvp
2

(−1 +Dηvp)evp +Bvp

vp−1∑
k=kp

η2
kek + cvp

≤∆vpavp +Bvp

vp−1∑
k=kp

η2
kek + cvp ,
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where the last inequality is due to (42). Thus, we have

avp+1 ≤∆vpavp +Bvp

vp−1∑
k=kp

η2
kek + cvp

=∆vpavp +Bvp

vp−2∑
k=kp

η2
kek + η2

vp−1evp−1

+ cvp

≤∆vp

∆vp−1avp−1 +
ηvp−1

2
(−1 +Dηvp−1)evp−1 +Bvp−1

vp−2∑
k=kp

η2
kek + cvp−1


+Bvp

vp−2∑
k=kp

η2
kek + η2

vp−1evp−1

+ cvp

=∆vp∆vp−1
avp−1 +

ηvp−1∆vp

2

[
−1 +Dηvp−1 +

2Bvpηvp−1

∆vp

]
evp−1

+
(
∆vpBvp−1 +Bvp

) vp−2∑
k=kp

η2
kek +

(
∆vpcvp−1 + cvp

)
.

By (43), we have

−1 +Dηvp−1 +
2Bvpηvp−1

∆vp

≤ 0,

thus we have

avp+1 ≤ ∆vp∆vp−1
avp−1 +

(
∆vpBvp−1 +Bvp

) vp−2∑
k=kp

η2
kek +

(
∆vpcvp−1 + cvp

)
.

Repeat this process under corresponding assumptions about ηk, we get

avp+1 ≤

 vp∏
i=kp+1

∆i

 akp+1 +

 vp∏
i=kp+2

∆i

Bkp+1 +

 vp∏
i=kp+3

∆i

Bkp+2 + ∆vpBvp−1 +Bvp

 η2
kpekp

+

vp−1∑
k=kp

(
vp∏

i=k+1

∆i

)
ck.

Note that
akp+1

≤ ∆kpakp +
ηkp
2

(−1 +Dηkp)ekp + ckp ,

and (44), we then have the final result.

Lemma D.10. Let
ηk =

1

µ(k + βτ + 1)
,

where β is a positive constant such that

β > max

{
2λL

µ

(
C1

M
+ C2 + 1

)
− 2,

2L2λ(C1 + 1)

µ2

}
.

When τ is large enough such that

τ ≥

√
max

{
(2L2λ(C1 + 1)/µ2)e1/β − 4, 0

}
β2 − (2L2λ(C1 + 1)/µ2)e

1
β

,

we will have conditions in Lemma D.9 to be satisfied for any ηk.



Personalized Federated Learning: A Unified Framework and Universal Optimization Techniques

Proof. Let ∆k and Bk be defined as in the proof of Theorem D.3, then as k increases, we have ηk decreases, ∆k increases,
and Bk decreases. Thus for 1 ≤ k ≤ K, we have αK ≤ αK−1 ≤ · · · ≤ α1. On the other hand, note that for the right hand
side of (44), for 1 ≤ k ≤ K, we have

1

D + 2∏vp
i=kp+1 ∆i

[(∏vp
i=kp+2 ∆i

)
Bkp+1 +

(∏vp
i=kp+3 ∆i

)
Bkp+2 + ∆vpBvp−1 +Bvp

]
≥ 1

D + 2B1∏vp
i=kp+1 ∆1

[(∏vp
i=kp+2 ∆K

)
+
(∏vp

i=kp+3 ∆K

)
+ ∆K

]
≥ 1

D + 2B1(τ−1)

∆τ−1
1

.

Thus, when we let

η1 ≤
1

D + 2B1(τ−1)

∆τ−1
1

,

we will have the conditions in Lemma D.9 to be satisfied for any ηk. For this purpose, we need to have(
D +

2B1(τ − 1)

∆τ−1
1

)
τ1 ≤ 1

⇐⇒
(
λL

(
C1

M
+ C2 + 1

)
+
η1L

2λ(τ − 1)2(C1 + 1)

(1− η1µ)τ−1

)
η1 ≤ 1

⇐⇒ λL

(
C1

M
+ C2 + 1

)
(1− η1µ)τ−1 + η1L

2λ(τ − 1)2(C1 + 1) ≤ (1− η1µ)τ−1

η1
.

To satisfy the above equation, we only need{
λL
(
C1

M + C2 + 1
)

(1− η1µ)τ−1 ≤ (1−η1µ)τ−1

2η1

η1L
2λ(τ − 1)2(C1 + 1) ≤ (1−η1µ)τ−1

2η1
.

(45)

Note that η1 = 1/(µ(βτ + 2)) , thus to satisfy the first inequality in (45), we need to have

2λL

(
C1

M
+ C2 + 1

)
≤ 1

η1
= µ(βτ + 2).

Since µ(βτ + 2) ≥ µ(β + 2), we only need

β ≥ 2λL

µ

(
C1

M
+ C2 + 1

)
− 2. (46)

Next, to satisfy the second inequality in (45), we need

2η2
1L

2λ(τ − 1)2(C1 + 1) ≤ (1− η1µ)τ−1

⇐⇒ 2L2λ(C1 + 1)

µ2

(
τ − 1

βτ + 2

)2(
βτ + 2

βτ + 1

)τ−1

≤ 1.

Since (
βτ + 2

βτ + 1

)τ−1

=

(
1 +

1

βτ + 1

)τ−1

=

(
1 +

(τ − 1)/(βτ + 1)

τ − 1

)τ−1

≤ exp

{
τ − 1

βτ + 1

}
≤ e

1
β ,

thus we only need
2L2λ(C1 + 1)

µ2

(
τ − 1

βτ + 2

)2

e
1
β ≤ 1.
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Let ν = 2L2λ(C1 + 1)/µ2, then the above equation is equivalent to

(β2 − νe
1
β )τ2 + 2(β + νe

1
β )τ + (4− νe

1
β ) ≥ 0.

First, we let β2 − νe
1
β > 0, or equivalently

β2

e
1
β

>
2L2λ(C1 + 1)

µ2
, (47)

then we need τ to be large enough such that

τ ≥
−2(β + νe

1
β ) +

√
4(β + νe

1
β )2 −max

{
4(β2 − νe

1
β )(4− νe

1
β ), 0

}
2(β2 − νe

1
β )

.

Since
√
a2 + b ≤ |a|+

√
|b| for any a, b ∈ R, we have that the left hand side is smaller or equal than√

max
{
νe1/β − 4, 0

}
β2 − νe

1
β

=

√
max

{
(2L2λ(C1 + 1)/µ2)e1/β − 4, 0

}
β2 − (2L2λ(C1 + 1)/µ2)e

1
β

,

thus we only need τ large enough to satisfy that

τ ≥

√
max

{
(2L2λ(C1 + 1)/µ2)e1/β − 4, 0

}
β2 − (2L2λ(C1 + 1)/µ2)e

1
β

. (48)

The final result follows from the combination of (46)-(48).

E. Missing parts from Section 4
E.1. Missing parts from Section 4.1

E.1.1. FORMAL DEFINITION OF THE ORACLE AND ALGORITHM RESTRICTION

As mentioned in the main body, our lower bound is provided for iterative algorithms whose iterates lie in the span of
historical oracle queries only. In particular, for each m, k we must have

βkm ∈ Lin
(
β0
m,∇βfm(w0

m, β
0
m), . . . ,∇βfm(wk−1

m , βk−1
m )

)
Next, define

Qk = ∪Mm=1

{
w0,∇wfm(w0

m, β
0
m), . . . ,∇wfm(wl(k)

m , βl(k)
m )

}
,

with l(k) being the index of the last communication round until iteration k. Then, the span requirement on w-variables is
given as

wkm ∈ Lin
(
w0,∇wfm(w0

m, β
0
m), . . . ,∇wfm(wk−1

m , βk−1
m ),Qk

)
.

E.1.2. PROOF OF THEOREM 4.1

Nesterov’s worst case objective. (Nesterov et al., 2018) Let h′ : R∞ → R be the Nesterov’s worst case objective (see),
i.e., h′(y) = 1

2y
>Ay − e>1 y with tridiagonal A having diagonal elements equal to 2 + c (for some c > 0) and offdiagonal

elements equal to 1.9 The proof rationale is to show that a k-th iterate of any first order method must satisfy ‖yk‖0 ≤ k and
consequently

‖yk − y∗‖2 ≥
(√

κ− 1√
κ+ 1

)2k

‖y∗‖2 (49)

where y∗ := argminy∈R∞ h
′(y), κ := λmax(A)

λmin(A) .

9This is for the strongly convex case; one can do convex similarly.
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Finite sum worst case objective. (Lan & Zhou, 2018) The construction of the worst case finite-sum objective10 h :
R∞ → R, h(z) = 1

n

∑n
j=1 hj(z) is such that hj corresponds only on a j-th block of the coordinates; in particular if

z = [z1, z2, . . . , zn]; z1, z2, . . . , zn ∈ R∞ we set hj(z) = h′(zj). It was shown that to reach ‖zk − z∗‖2 ≤ ε one requires

at least Ω
((
n+

√
nL
µ

)
log 1

ε

)
iterations for L-smooth functions hj and µ−strongly convex h.

Distributed worst case objective. (Scaman et al., 2018) Define

g′1(z) :=
1

2

(
c1‖z‖2 + c2

(
e>1 z + z>M1z

))
g′2(z) = g′3(z) = · · · = g′M (z) :=

1

2(M − 1)

(
c1‖z‖2 + c2z

>M2z
)

where M1 is an infinite block diagonal matrix with blocks


1 1 0 0
1 2 1 0
0 1 1 0
0 0 0 0

 and M2 :=

1 0
0 0

M1

 and c1, c2 > 0 are

some constants determining the smoothness and strong convexity of the objective. The worst case objective of Scaman et al.
(2018) is now g(z) = 1

M

∑m
m=1 g

′
m(z).

Distributed worst case objective with local finite sum. (Hendrikx et al., 2020) The given construction is obtained from
the one of Scaman et al. (2018) in the same way as the worst case finite sum objective (Lan & Zhou, 2018) was obtained
from the construction of Nesterov et al. (2018). In particular, one would set gm,j(z) = g′m(zj) where z = [z1, z2, . . . , zn].
Next, it was shown that such a construction with properly chosen c1, c2 yields a lower bound on the communication
complexity of order Ω

(√
L
µ log 1

ε

)
and the lower bound on the local computation of order Ω

((
n+

√
nL
µ

)
log 1

ε

)
where

L is a smoothness constant of gm,j , L is a smoothness constant of gm(z) = 1
n

∑n
j=1 gj(z) and µ is the strong convexity

constant of g(z) = 1
M

∑M
m=1 gm(z).

Our construction and sketch of the proof. Now, our construction is straightforward – we set fm(w, βm) = g(w)+h(βm)
with g, h scaled appropriately such that the strong convexity ratio is as per Assumption 1.1. Clearly, to minimize the global
part g(w), we require at least Ω

(√
Lw

µ log 1
ε

)
iterations and at least Ω

((
n+

√
nLw
µ

)
log 1

ε

)
stochastic gradients of g.

Similarly, to minimize h, we require at least Ω
((
n+

√
nLβ
µ

)
log 1

ε

)
stochastic gradients of h. Therefore, Theorem 4.1 is

established.

E.2. Missing parts from Section 4.2

We state the ACD-PFL as Algorithm 2.

E.3. Missing parts from Section 4.3

E.3.1. SAMPLING OF COORDINATE BLOCKS

The key component of ASVRCD-PFL is the construction of the (unbiased) stochastic gradient estimator of ∇F(X) which
we describe here. We consider two independent sources of randomness:

•We toss an unfair coin ζ. With probability pw we have ζ = 1. In such a case, we ignore the local variables and update
the global variables only (corresponding to w or X[1] in our current notation). Alternatively, ζ = 2 with probability
pβ := 1− pw. In such a case, we ignore the global variables and update local variables only (corresponding to β or X[2] in
our current notation).

• Local subsampling. At each iteration the stochastic gradient is constructed using ∇Fj only, where Fj(w, β) :=

10We have lifted their construction to the infinite-dimensional space for the sake of simplicity. One can get a similar finite-dimensional
results.



Personalized Federated Learning: A Unified Framework and Universal Optimization Techniques

Algorithm 2 ACD-PFL

input 0 < θ < 1, η, ν > 0, w0
y = w0

z ∈ Rd0 , β0
y,m = β0

z,m ∈ Rdm for 1 ≤ m ≤M .
for k = 0, 1, 2, . . . do
wk+1
x = (1− θ)wky + θwkz

for m = 1, . . . ,M in parallel do
βk+1
x,m = (1− θ)βky,m + θβkz,m

end for

ξ =

{
1 w. p. pw =

√
Lw√

Lw+
√
Lβ

0 w. p. pβ =
√
Lβ√

Lw+
√
Lβ

if ξ = 0 then
wk+1
y = wk+1

x − 1
Lw

1
M

∑M
m=1∇wfm(wk+1

x , βk+1
x,m )

wk+1
z = 1

1+ην

(
wkz + ηνwk+1

x − η√
Lw(
√
Lw+

√
Lβ)

1
M

∑M
m=1∇wfm(wk+1

x , βk+1
x,m )

)
for m = 1, . . . ,M in parallel do
βk+1
z,m = 1

1+ην

(
βkz,m + ηνβk+1

x,m

)
end for

else
for m = 1, . . . ,M in parallel do
βk+1
y,m = βk+1

x,m − 1
Lβ
∇βfm(wk+1

x , βk+1
x,m )

end for
βk+1
z,m = 1

1+ην

(
βkz,m + ηνβk+1

x,m −
η√

Lβ(
√
Lw+

√
Lβ)
∇βfm(wk+1

x , βk+1
x,m )

)
wk+1
z = 1

1+ην

(
wkz + ηνwk+1

x

)
end if

end for

1
M

∑M
m=1 fm,j(w, βm) and j is selected uniformly at random from [n].11

Overall, we arrive at the following construction of G(X) – an unbiased (stochastic) estimator of∇F(X):

G(X)[1,m, j′] =


1
pw∇wfj′,m(X[1,m, j′], X[2,m, j′])

if ζ = 1

and j′ = j

0 ∈ Rd0 otherwise

G(X)[2,m, j′] =


1
pβ
∇βfj′,m(X[1,m, j′], X[2,m, j′])

if ζ = 2

and j′ = j

0 ∈ Rdm otherwise

Next, we enrich the stochastic gradient by control variates resulting in SVRG stochastic gradient estimator. In particular,
the resulting stochastic gradient will take the form of G(X)−G(Y ) +∇F(Y ) where Y is another point that is updated
upon a successful toss of a ρ-coin. The last ingredient of the method is to incorporate Nesterov’s momentum. We state
ASVRCD-PFL as Algorithm 3 and Algorithm 4 in the lifted notation and the notation consistent with the rest of the paper
respectively.

E.3.2. ALGORITHM AND CONVERGENCE RATE

Taking the stochastic gradient step followed by the proximal step with respect to ψ, both with stepsize η, is equivalent
to (Hanzely et al., 2020b):

11We assume that all clients sample the same index, i.e., the randomness is synchronized. We do so only for the sake of simplicity;
similar rate can be obtained without shared randomness.
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Algorithm 3 ASVRCD-PFL (lifted notation)

input 0 < θ1, θ2 < 1, η, ν, γ > 0, ρ ∈ (0, 1), Y 0 = Z0 = X0.
for k = 0, 1, 2, . . . do
Xk = θ1Z

k + θ2V
k + (1− θ1 − θ2)Y k

gk = G(Xk)−G(V k) +∇F(V k)
Y k+1 = proxηψ(Xk − ηgk)

Zk+1 = νZk + (1− ν)Xk + γ
η (Y k+1 − Y k)

V k+1 =

{
Y k, with probability ρ
V k, with probability 1− ρ

end for

Algorithm 4 ASVRCD-PFL

input 0 < θ1, θ2 < 1, η, ν, γ > 0, ρ ∈ (0, 1), w0
y = w0

z = w0
v ∈ Rd0 , β0

y,m = β0
z,m = β0

v,m ∈ Rdm for 1 ≤ m ≤M .
for k = 0, 1, 2, . . . do
wkx = θ1w

k
z + θ2w

k
v + (1− θ1 − θ2)wky

for m = 1, . . . ,M in parallel do
βkx,m = θ1β

k
z,m + θ2β

k
v,m + (1− θ1 − θ2)βky,m

end for

Sample random j ∈ {1, 2, . . . , n} and ζ =

{
1 w.p.pw

2 w.p.pβ

gkw =

{
1
pw

(
1
M

∑M
m=1∇wfm,j(wkx, βkx,m)− 1

M

∑M
m=1∇wfm,j(wkv , βkv,m)

)
+∇wF (wkv , β

k
v ) if ζ = 1

∇wF (wkv , β
k
v ) if ζ = 2

wk+1
y = wkx − ηgkw

wk+1
z = νwkz + (1− ν)wkx + γ

η (wk+1
y − wky)

wk+1
v =

{
wky , with probability ρ
wkv , with probability 1− ρ

for m = 1, . . . ,M in parallel do

gkβ,m =

{
1
M∇βfm(wkv , β

k
v,m) if ζ = 1

1
pβM

(
∇βfm,j(wkx, βkx,m)−∇βfm,j(wkv , βkv,m)

)
+ 1

M∇βfm(wkv , β
k
v,m) if ζ = 2

βk+1
y,m = βkx,m − ηgkβ,m
βk+1
z,m = νβkz,m + (1− ν)βkx,m + γ

η (βk+1
y,m − βky,m)

βk+1
v,m =

{
βky,m, with probability ρ
βkv,m, with probability 1− ρ

end for
end for

w.p. pw :

{
w+ = w − η

(
1
pw

(
1
M

∑M
m=1∇wfm,j(w, βm)− 1

M

∑M
m=1∇wfm,j(w′, β′m)

)
+∇wF (w′, β′)

)
,

β+
m = βm − η

M∇fm(w′, β′m)

w.p. pβ :

{
w+ = w − η∇wF (w′, β′),

β+
m = βm − η

M

(
1
pβ

(∇βfm,j(w, βm)−∇βfm,j(w′, β′m)) +∇βfm(w′, β′m)
)
.

(50)

Defining x = [w, β1, . . . , βM ], x′ = [w′, β′1, . . . , β
′
M ], update rule (50) can be rewritten as

x+ = x− η (g(x)− g(x′) +∇F (x′))

where g(x) corresponds to the described unbiased stochastic gradient obtained by subsampling both the space and the finite
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sum simultaneously. In order to give the rate of aforementioned method, we shall determine the expected smoothness
constant.

Lemma E.1. Suppose that Assumptions 1.1 and 1.2 hold. Then, we have

E
[
‖(g(x)− g(x′) +∇F (x′))−∇F (x)‖2

]
≤ 2LDF (x, y)

where L := 2 max
(
Lw
pw
, L

β

pβ

)
.

Proof. Let dβ :=
∑m
m=1 dm. We have:

E
[
‖(g(x)− g(x′) +∇F (x′))−∇F (x)‖2

]
≤ E

[
‖g(x)− g(x′)‖2

]
= pwE

∥∥∥∥∥p−1
w

1

M

M∑
m=1

(∇wfm,j(w, βm)−∇wfm,j(w′, β′m))

∥∥∥∥∥
2

| ζ = 1


+pβ

1

M2

M∑
m=1

E
[
‖p−1
β ∇fm,j(w, βm)− p−1

β ∇fm,j(w
′, β′m)‖2 | ζ = 2

]

= p−1
w E

∥∥∥∥∥ 1

M

M∑
m=1

(∇wfm,j(w, βm)−∇wfm,j(w′, β′m))

∥∥∥∥∥
2

| ζ = 1


+p−1

β

1

M2

M∑
m=1

E
[
‖∇fm,j(w, βm)−∇fm,j(w′, β′m)‖2 | ζ = 2

]
= E

[
(Fj(x)−∇Fj(x′))>

(
p−1
w Id0×d0 0

0 p−1
β Idβ×dβ

)
(Fj(x)−∇Fj(x′))

]
(∗)
≤ E

[
4 max

(
Lw

pw
,
Lβ

pβ

)
DFj (x, x

′)

]
= 4 max

(
Lw

pw
,
Lβ

pβ

)
DF (x, x′),

where (∗) holds due to the (Lw,Lβ)-smoothness of Fj (from Assumption 1.2) and Lemma E.2.

Theorem E.1. Iteration complexity of Algorithm 3 with

η =
1

4L
,

θ2 =
1

2
,

γ =
1

max{2µ, 4θ1/η}
,

ν = 1− γµ and

θ1 = min

{
1

2
,

√
ηµmax

{
1

2
,
θ2

ρ

}}

is O

((
1
ρ +

√
max

(
Lw
pw

,L
β

pβ

)
ρµ

)
log 1

ε

)
. Setting pw = Lw

Lβ+Lw yields the complexity O
((

1
ρ +

√
Lw+Lβ
ρµ

)
log 1

ε

)
.
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Overall, the algorithm requires

O

1

ρ
+

√
Lw + Lβ

ρµ

(log
1

ε

)
(ρn+ pw)


communication rounds and the same amount of gradient calls w.r.t. parameter w. Set ρ = pw

n . In such a case, we have1

ρ
+

√
Lw + Lβ

ρµ

(log
1

ε

)
(ρn+ pw) = 2

1

ρ
+

√
Lw + Lβ

ρµ

(log
1

ε

)
ρn

= 2

n+

√
ρn2(Lw + Lβ)

µ

(log
1

ε

)

= 2

(
n+

√
nLw
µ

)(
log

1

ε

)
.

and thus Algorithm 3 enjoys both communication complexity and the global gradient complexity of order
O
((
n+

√
nLw
µ

)
log 1

ε

)
. Analogously, setting ρ =

pβ
n yields personalized/local gradient complexity of order

O
((
n+

√
nLβ
µ

)
log 1

ε

)
.

Lemma E.2. Let H(x, y) : Rdx+dy → R be (jointly) convex function such that∇2
xH(x, y) ≤ LxI and∇2

yH(x, y) ≤ LyI.
Then we have

∇2H(x, y) ≤ 2

(
LxI 0

0 LyI

)
(51)

and therefore,

DH((x, y), (x′y′)) ≥ 1

2
(∇H(x, y)−∇H(x′, y′))

>
(

1
2L
−1
x I 0
0 1

2L
−1
y I

)
(∇H(x, y)−∇H(x′, y′)) . (52)

Proof. First, we show (51).

2

(
LxI 0

0 LyI

)
−∇2H(x, y) =

(
2LxI−∇2

x,xH(x, y) −∇2
x,yH(x, y)

−∇2
y,xH(x, y) 2LyI−∇2

y,yH(x, y)

)
�

(
∇2
x,xH(x, y) −∇2

x,yH(x, y)
−∇2

y,xH(x, y) ∇2
y,yH(x, y)

)
� ∇2

x,xH(x,−y)

� 0.

It suffices to notice that (52) is a direct consequence of (51) and joint convexity of H .

E.4. SCD-PFL and SVRCD-PFL

We state SCD-PFL in Algorithm 5 and SVRCD-PFL in Algorithm 6. These algorithms correspond to a simplified version of
ASVRCD-PFL: SVRCD-PFL does not incorporate Nesterov’s acceleration while ASVRCD-PFL does not incorporate the
control variates or Nesterov’s acceleration.
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Algorithm 5 SCD-PFL

input η > 0, pw ∈ (0, 1), pβ = 1− pw, w0 ∈ Rd, β0
m ∈ Rd for 1 ≤ m ≤M .

for k = 0, 1, 2, . . .K − 1 do

Sample random jm ∈ {1, 2, . . . , nm} for 1 ≤ m ≤M and ζ =

{
1 w.p. pw

2 w.p. pβ

gkw =

{
1

pwM

∑M
m=1∇wfm,jm(wk, βkm) if ζ = 1

0 if ζ = 2

wk+1 = wk − ηgkw
for m = 1, . . . ,M in parallel do

gkβ,m =

{
0 if ζ = 1

1
pβM
∇βfm,jm(wk, βkm) if ζ = 2

βk+1
m = βkm − ηgkβ,m

end for
end for

output wK , βKm for 1 ≤ m ≤M .

Algorithm 6 SVRCD-PFL

input η > 0, pw ∈ (0, 1), pβ = 1− pw, ρ ∈ (0, 1), w0
y = w0

v ∈ Rd, β0
y,m = β0

v,m ∈ Rd for 1 ≤ m ≤M .
for k = 0, 1, 2, . . .K − 1 do

Sample random jm ∈ {1, 2, . . . , nm} for 1 ≤ m ≤M and ζ =

{
1 w.p.pw

2 w.p.pβ

gkw =

{
1

pwM

∑M
m=1∇wfm,jm(wky , β

k
y,m) +∇wF (wkv , β

k
v ) if ζ = 1

∇wF (wkv , β
k
v ) if ζ = 2

wk+1
y = wky − ηgkw

wk+1
v =

{
wky , with probability ρ
wkv , with probability 1− ρ

for m = 1, . . . ,M in parallel do

gkβ,m =

{
1
M∇βfm(wkv , β

k
v,m) if ζ = 1

1
pβM
∇βfm,jm(wky , β

k
y,m) + 1

M∇βfm(wkv , β
k
v,m) if ζ = 2

βk+1
y,m = βky,m − ηgkβ,m

βk+1
v,m =

{
βky,m, with probability ρ
βkv,m, with probability 1− ρ

end for
end for

output wKy , βKy,m for 1 ≤ m ≤M .
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